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Abstract 

 

Hematite has attracted research interest for many years due to its application in water 

splitting. Despite its attractive characters such as a reasonable optical band gap, the 

semiconductor is still faced with great uncertainty for the accomplishment of hematite 

based photoelectrochemical cells for water splitting. Doping with transition metals has 

shown to be a practical solution to overcome some of the limitations faced with 

hematite by modifying the energy band to improve its photo-electrochemical (PEC) 

activity. This study explored two surface structures of pure and transition metals (Ti, 

Cu, Ni and Mn) doped- α-Fe2O3 oriented in the directions (001) and (101). Calculations 

via the first principle using the density functional theory (DFT) were adopted, the 

results show that the doping of transition metals in α-Fe2O3 has an effect in modifying 

both the valence and conduction band edges. Specifically, doping Ti introduces more 

electrons in the conduction band and fills the unoccupied 3d states, which could 

improve the rate of charge transportation and likely enhance the electrical conductivity 

of α-Fe2O3.  Doping with Mn, Ni, and Cu has effectively improved the absorption 

coefficient for α-Fe2O3 (001) and (101) surfaces, in the visible light region. The overall 

analysis of the results shows an opportunity for a successful photo-electrochemical 

water splitting application. 

Key words: Hematite, density functional theory, transition metals, band gap, and 

surface structures. 
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CHAPTER ONE 

1. Introduction 

1.1 Renewable energy 

Energy demand have been subjected to major changes over the past years, the 

economic and environmental issues are energy related [1]. Recently, different 

weather-related catastrophes such as heat waves on the earth, drought and cyclones 

are prominent signs from nature that are human’s concerns about climate change [2]. 

Africa is assessed as a topmost  region with supreme liability to the outcome of the 

changing of climate, this is because of the increase in the number of people in a 

population and contributed by the activities of human, incompetence to conform to 

change, anticipated energy and over-reliance on subsistence agriculture crisis by the 

United Nations organization [3]. The obligation for various resource and the likeliness 

of resource exhaustion is still a challenge in countries that are developing. In Sub-

Saharan Africa since 1980, carbon dioxide emissions from the use of petroleum have 

witnessed an increasing trend, and there are fears that Africa, with its low capital, 

would be more vulnerable to extreme weather conditions [4], for instance, this will 

affect food production, hence, the alteration from burning of no-renewable fuels to 

renewable energy resource would equivalently underestimate Africa's economic 

demand to energy and ensure environmental sustainability. Non-renewable resources 

are the most contributing sources of energy around the globe, Figure 1 displays the 

energy sources for the whole world in 2017. Unfortunately, most renewable energy 

sources (geothermal, biomass, solar, and wind) still provide just a small portion of total 

energy production 

 

Figure 1: Global energy sources [5]. 
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The search for renewable energy is driven by uncertainty in energy supply, and due 

to that, non-renewable resources currently make up a sizeable percentage of the 

world’s energy supply, these resources will run out in due course. sufficient and 

reliable supplies of affordable clean energy, obtained in environmentally sustainable 

ways, are essential to economic prosperity and environmental quality [6]. Effective 

energy development strategies generally involve three important technological 

changes: replacement of fossil fuels by diverse sources of renewable energy, energy 

savings on side of need, and efficiency improvements in energy production [7]. 

Renewable energy is originated from an extensive scale of resources that are 

established on self-sustaining energy sources, attractive examples are solar energy 

(sunlight), biomass, hydropower, wind energy and agricultural waste,  these resources  

are renewable and can be used to generate  energy (electricity) for our homes, fuel 

for transportation, fuels for transportation, industrial processes and all economic 

divisions [8]. The range of technologies and resources is one of the most obvious 

features of renewable forms of energy. The absolute size of the renewable energy 

resource is massive, and could, in proposition, make a very significant contribution to 

world energy demands surpassing the current supply of electricity around the world 

[9]. 

Research has shown that there has been greater vitality of certain regions with 

numerous demographic and environmental benefits, this is mainly a contribution of 

using energy sources that are renewable such solar energy (photovoltaic and solar 

thermal), hydropower, wind energy, and biomass-derived fuel. Previous studies show 

that the contribution of renewable energy resources yield an extensive advantage in 

making less of pollution locally and worldwide, thus this contribution gives relief to the 

changing of climate. The trials of implementing cheap and reliable energy supply are 

a basic precondition for growing the economy and technological development. 

Electricity generated from sustainable energy sources can be of paramount in the 

generation of electricity in countries found in Africa [10]. 

 

Statistics showed that in 2012, South Africa had 85% of  the population with access to 

electricity and targeted that by 2019, 100% should have access to electricity [11], 
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however, South African’s major supply of electricity is through the burning of coal, a 

supply from Eskom. Hence, there is a need for development of renewable resource 

technologies to overcome this problem. According to the policy of renewable energy 

of 2003, statistics patterned South Africa as a fast-transitioning country regarding the 

development of renewable energy sources. South African made a target on renewable 

energy technologies supplies that by 2030 they should be able to supply 8.4 GW from 

each, solar PV and wind energy [3], the target was set by the Renewable Energy White 

Paper (REWP 2003), developed by the Department of Minerals [12]. 

1.2 Solar energy 

The Sun is a prime source of infinite free energy, it is estimated to produce about 

3x1024 joules of energy per year, 10,000 times that of the world’s energy use [13], thus 

, solar energy is by far considered the most commonly used clean energy resource. In 

principle, solar energy holds the potential to sufficiently carry out the energy demands 

of the whole world, provided technologies for its harvesting and distributing were 

readily available [14]. South Africa is one of the countries with the highest potential to 

deploy renewable energy sources. In 2009, it was reported that in the region of 

194,000 km2 in South Africa, there is a great solar radiation potential, this includes the 

Northern Cape province which is considered amongst the best area for solar resource 

[3]. There are recent new technologies established to generate electricity from energy 

harnessed from the sun. These ways are being used worldwide as alternatives to non-

renewable technologies and are proven to be relevant. There are challenges and 

interests related the use of solar energy technologies such as the high cost of PV cells, 

low efficiency of domestic solar panels [14]. Storage problem is the most prominent 

shortcoming of electricity generated from solar energy, the storage technology 

involves a considerable administration cost because of its finite life span. However, 

technologies such as solar fuel cells, enhanced chemical batteries, and super 

capacitors are deemed as alternative energy storage solutions.  Production of 

hydrogen using solar water splitting technology is an option to solve storage problem 

since hydrogen can be used as solar fuels. The recognition of hydrogen as a potential 

fuel for transport and industry is growing massively. Hydrogen can be produced by 

electrolysis or photolysis of water, and its oxidation produces no greenhouse gases. 

Moreover, it is the best fuel for fuel cells, which generate electricity directly by reverse 

electrolysis [15]. 
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1.3. Introduction to solar water splitting. 

The large amount of energy that falls on earth as sunlight has motivated the 

phenomenon of solar energy regeneration technologies such as electricity converted 

by photovoltaics (PV) and most recent technology of solar fuels through photo-

electrochemical (PEC) water splitting. Thus, large-scale conversion of solar energy to 

usable form is a potential solution to future energy needs. The demand means that the 

harvesting of solar energy, and storage must be prioritized and cost operative. 

. 

Conversion of solar energy into chemical energy can be carried out in a most 

distinctive and coherent way  by water splitting [16]. Water splitting is contestably one 

of the most significant reactions in chemistry because its oxidation process produces 

oxygen, permitting an expansive range of life to different species. The reduction 

process simply pilot to the production of hydrogen, which may be considered a 

probable clean energy carrier; therefore, producing hydrogen by splitting water using 

sunlight could be one possible solution to energy crisis [17], [18]. 

Using a semiconductor to harvest solar photons to break the bond between hydrogen 

and oxygen in the water molecule is one approach to successfully produce hydrogen, 

and, if successful, it could set up a mechanism that is inclusive for utilizing hydrogen 

as a pure solar fuel [19]. Hydrogen is an energy carrier such as electricity and can be 

produced by water splitting [6]. To successfully perform this process, a designated 

semiconductor must satisfy a sum total of precise requirements that include an 

acceptable band gap, efficient visible light absorption, charge separation and 

transportation, interfacial charge-transfer kinetics, and suitable valence and 

conduction band positions relative to water oxidation and reduction potential and good 

stability in contact with aqueous solutions [20]. 

Using sunlight to photo-generate charge carriers in a semiconductor electrode, which 

then electrochemically dissociate water, is a more environmentally friendly and 

potentially a low-cost alternative. The advantage of solar water splitting over using 

photovoltaics to drive conventional electrolysis is that the photon energy is converted 

directly into chemical energy, simplifying the device to potentially reduce costs and 

increasing efficiency [21]. Photo-electrochemical (PEC) water splitting also resolves 

the threat of collecting and storing energy on large amounts. Comparable to the 

process of  photosynthesis, solar energy is seized and stored in the form of chemical 
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energy to produce solar fuels, and can be utilized at any given time when there is a 

need for energy [22]. 

PEC water splitting was initiated in early 1970s, when the work of Fujishima and 

Honda, built interest on the research of catalysts. Using PEC cell they illustrated an 

overall water splitting incorporated of a single crystalline TiO2 undergoing the 

ultraviolet (UV) light, Pt used for cathode in the applied external bias [23]. Following 

then, different semiconductor materials have been investigated for use as 

photoelectrodes, including metal oxide semiconductors such as TiO2, WO3, SrTiO3, 

Fe2O3, and narrow band gap semiconductors such as GaAs, CdSe, and CdS. 

Although small band gap semiconductors absorb more of the solar spectrum and so 

are potentially more efficient, their band energies may be unsuitable for the evolution 

of both O2 and H2. Non-oxide semiconductors are often severely corroded or photo-

corroded under water dissociation conditions. The practicality of large-scale 

photoelectrochemical cells for hydrogen production based on group III-V 

semiconductors is also limited by the high cost of these materials [24]. For an absolute 

all-round water splitting, the valence band and conduction band edge positions of the 

semiconductor should be well matched with the water oxidation and reduction 

potentials. Figure. 2 is representation of the band edge positions of few 

semiconductors photoelectrodes comparable to the water oxidation-reduction 

potentials. Even though research has shown that majority of the devices that 

underwent PEC water splitting have experienced a very low efficiencies of solar-to-

hydrogen (STH), investigations indicates that a semiconductor that have an energy 

band gap of 1.6 eV can achieve up to 30% STH. Even so, because of numerous 

uncompromising requirements of solar water splitting, it is still a challenge to find a 

perfect semiconductor material to undergo PEC water splitting. Consequently, majority 

of these materials still endure a very low in solar-to-hydrogen conversion [19]. 
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Figure 2: Edges of valence and conduction band of materials in the electrolyte at pH 

= 0 comparable to normal hydrogen electrode [19]. 

Metal oxides are noticeable materials for PEC photocatalytic activities, α-Fe2O3 is 

most regarded, because it is generally cheap, stable, and it is easily assembled on 

expansive scale. An intensive study on α-Fe2O3 have been carried out because of the 

semiconductor’s multiple promising properties. 

 

1.4 Hematite 

Hematite (α-Fe2O3) has been identified as one of the most optimistic materials for solar 

water splitting applications, it is a semiconductor approximated to have a band gap of 

2.1 eV allowing a macroscale of visible light to absorb about 40% in the incident solar 

spectrum. In theory, it is capable of converting the sun’s energy into hydrogen to about 

12.9%  [25]. α-Fe2O3 have well-defined properties such as availability (abundance) of 

the material, non-toxicity and extraordinary chemical stability in aqueous electrolytes 

[26]. Furthermore, its valence band edge (VBE) position is thermodynamically suitable 

to drive water oxidation (E0 (O2/H2O) = 1.23 V) by photogenerated holes, hence, 

hematite is a suitable photoanode.  

Hematite has remarkable advantages compared to other metal oxides and has drawn 

a lot of interest in the solar energy conversion discipline. However, the efficiency of α-

Fe2O3 for solar energy conversion is reported to be very low than the predicted  value, 
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this is caused by the fast electron-hole recombination and short hole diffusion length 

of the hole [26]. The PEC activity of α-Fe2O3 is still congested by a multiple drawbacks, 

following a comparatively poor optical absorption, poor kinetics of the oxygen evolution 

reaction, a very short excited-state lifetime (~1012 s),  and poor electrical conductivity. 

[19]. These drawbacks considerable limit hematite for PEC applications. As a result, 

scientists have focused their efforts on understanding and improving the performance  

of α-Fe2O3, and fortunately, doping, nano-structuring and surface modification can 

address these shortcomings, doping have been studied to improve the electronic and 

optical properties of hematite, such as reducing the band gap to intensify the optical 

absorption coefficient in the visible light region [16]. 

Transition-metal doping has also been studied extensively to improve its PEC 

properties. Many metal ions such as Ti, Zn, Sn, Cr, Pt, and Ta have been adopted as 

effective dopants to improve the PEC activity of α-Fe2O3 electrodes for water splitting 

[26]..  

1.5  Working principle of hematite photocatalyst. 

Figure 3 shows a schematic diagram of the PEC used to perform the reaction. In PEC 

water splitting, according to Tamirat et al., when a semiconductor is exposed to 

sunlight, electrons within the semiconductor are stimulated and migrate from the 

valence band to the conduction band (CB), leaving holes in the valence band in a 

condition that the semiconductor’s energy gap is equal to or less than the energy of 

the absorbed photons. Holes and electrons will then move to the surface and are 

infused into the electrolyte using the co-catalyst to produce oxygen and hydrogen 

respectively [19],[28]. 

 

Figure 3: Basic setup for water splitting system: photo-electrochemical cell [29]. 
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In PEC water splitting cells, the semiconductor electrode is the working electrode, 

while platinum is usually used as the counter electrode. At the semiconductor site, 

electrons and holes will be created; the holes will then produce O2 at the 

semiconductor site, whereas electrons will migrate to the counter electrode to undergo 

a reduction process, resulting in H2. To start the reduction-oxidation reaction, the 

highest level of the valence band should be higher than water oxidation level (EO2/H2O, 

1.23 V vs. Normal hydrogen electrode; (NHE)), while the lowest level of the conduction 

band should be lower than the hydrogen evolution potential (EH2/H2O, 0 V vs. NHE) 

[30], as shown in Figure 3. In addition, materials should be chemically stable to resist 

photo-corrosion and the electron/hole pairs should have a longer life span. Due to a 

suitable band gap and chemical stability, α-Fe2O3 is a potential candidate to undergo 

this process.  

 

Figure 4: Schematic illustration of photocatalytic water splitting of a semiconductor [31]  

Figure 4 shows the possible photo induced physical and chemical processes on and 

inside the surface of a semiconductor electrode throughout PEC splitting of the water 

molecule. The reaction involves a number of essential steps, such as: (i) photon 

absorption and charge (electron and hole) separation, (ii) transfer of electrons and 

holes, (iii) and on both co-catalyst surface chemical reactions, followed by water 

oxidation: oxygen evolution reaction (OER) and reduction reaction: hydrogen evolution 

reaction (HER). The general splitting of water into H2 and O2, is demonstrated in 

equations 1, [28]: 
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H2O → H2  +
1

2
O2          (1) 

The absorbed photons generate the excited electrons and holes which (i) diffuse to 

the surface of the semiconductor particles (ii) participate in the HER and OER on the 

photocatalyst surface, as shown in Figure 3, provided by equations 2 and 3. 

2H+ +  2e− →    H2                   Ereduction
0 = 0.00 V      (2) 

H2O + 2h+ → 2H+ +
1

2
O2  Eoxidation

0 = −1.23 V      (3) 

 

At the electrode-electrolyte interface, the reaction occurs. When the semiconductor’s 

Fermi level (EF) surpass the electrolyte reduction-oxidation reaction potential, a space 

charge layer with a thickness of approximately 0.1-1 μm forms in the semiconductor 

surface  closer to the area in contact with the solution [32]. 

When a semiconductor surface gets exposed to the electrolyte, there will be transfer 

of charge among the semiconductor and the electrolyte until the system has reached 

equilibrium (Figure 5) [24]. This equilibrium causes a band-bending in the phase of the 

semiconductor, which is determined by the difference in Fermi levels of the electrolyte 

and the semiconductor. The charge carriers assembled at the surface resulted in the 

bending region. Figure 4  display how charges respond in the semiconductor before 

and after equilibration when it encounters an electrolyte [19]. 

Because there is no formal energy of states in the semiconductor band gap, the 

change in Fermi level position will be much greater for the semiconductor than for the 

solution. The following descriptions are for n-type semiconductors (such as Fe2O3), in 

which electrons are the majority charge carrier and the Fermi level lies just below the 

edge of the conduction band.  
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Figure 5: n-type semiconductor (Fe2O3) -electrolyte junction:  E is the redox potential. 

(a) before chemical stasis (equilibrium); (b) after chemical stasis (equilibrium). The 

potential barrier height 𝜑𝑏 determines the maximum amount of energy that may be 

collected from a system [24]. 

This results in a build-up of negatively charged ions in solution (Helmholtz and Gouy 

layers) at the interface and depletion of electrons from the near-surface region of the 

semiconductor. At the interface, the (or space charge) is part of the electric double 

layer. 

The charge separation (electrons and holes) at the junction causes an electric field, 

resulting in band bending across the space-charge layer, electrons (e-) repel from the 

surface to the bulk and diffuse over the external circuit to the counter electrode 

because the positive charge carriers are forced to the surface by a stronger negative 

field, hence electrons have more energy at the surface than in the bulk. For a α-Fe2O3 

photoanode in equilibrium with oxidation-reduction character in solution (O2/H2O), the 

electrode will have an excessive positive charge across the depletion width, and the 

solution will have an overload negative charge in the Helmholtz layer near the 

electrode [19]. The potential drop in the space-charge layer is determined by the 

difference between the Fermi levels of the solution and the semiconductor when it is 

free of excess charge, in this case, without band bending [24]. This potential is referred 

to as the flat-band potential. Any potential given to the electrode that is greater than 

the flat band potential causes the band to bend. This will lead to the depletion of charge 

carriers reaching the surface of the electrode. It should be noted that in nanostructured 
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or particulate semiconductors, no band bending will occur if the particle size is smaller 

than the width of the space-charge layer [24].  

Although various materials can undergo a photo-catalytically process to produce 

hydrogen, the efficiency of the overall energy conversion is still very low for application 

purposes.This is mainly because the three vital steps for the water splitting reaction 

are not fully addressed. Water splitting is the most thermodynamically challenging 

chemical reaction because it demands a multiple transfer of electrons. As a result, 

loading an appropriate co-catalyst for reduction and oxidation in semiconductors can 

significantly boost the activity of the PEC water splitting reaction in semiconductor-

based photocatalytic and PEC systems [33]. 

1.6  Co-catalyst 

In the process of PEC water splitting, the water oxidation  reactions occur at the anode 

and cathode respectively, so co-catalyst loaded on these sites (electrode) of the 

semiconductor actively play as reactions sites  [33]. The excited electrons/holes are 

accelerated to reaction sites by means of loading Co-catalysts on the surface of 

semiconductor [19]. 

Co-catalysts operate as trapping sites for active generated charge carriers by energy 

of photons and overcome the charge recombination. The approach of loading co-

catalysts have been considerable established to improve the activity of a 

semiconductor with slow surface reaction kinetics [34]. In addition, co-catalysts reduce 

the electrochemical overpotentials associated with multielectron water oxidation, 

reduction reaction and also advance charge transfer across the semiconductor 

electrolyte interface [35]. The use of catalysts with a low adsorption energy and a high 

covalency of transition metal oxygen bonds could be a good technique [32]. 

Ruthenium oxide (RuO2) and iridium oxide (IrO2) are the best-known catalysts for water 

oxidation, while noble metals such as (Pt, Pd, and Ni) or transition-metal oxides are 

frequently used as a co-catalyst to forward the water reduction. Co-catalysts of this 

manner are normally used as nanoparticles (NPs), by impregnating the catalyst 

surface [35]. 

For photocatalytic water oxidation, compounds that are cobalt-based have also been 

forwarded as cocatalysts. The inexpensive and abundance of cobalt-based 

compounds have led to its selection when compared to iridium and ruthenium oxides. 
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Studies show that the use of cobalt phosphate (Co-Pi) for photoelectrochemical water 

oxidation has displayed an outstanding stimulation on α-Fe2O3 ativity, this includes an 

application of a major cathodic onset potential shift and a higher photocurrent density 

[34]. Co-Pi was shown to increase the life span of photogenerated holes and slow the 

charge carriers recombination [36]. In addition, the implantation of a Ru-based 

compounds catalyst in hematite improves the photocurrent, and  bring  about an 

efficiency  that can sustain for at least 3 hours [33][18]. However, because the 

molecular catalyst may be photodegraded, the stability of the molecular catalyst to be 

used for a longer period of time may be a concern. According to a study of findings 

from several studies, the use of molecular catalysts in PEC water splitting has a lot of 

potential. [32]. 

The presence of a co-catalyst layer also acts as protect the electrode from photo-

corrosion. The optimizing of co-catalyst is a vital task to avoid the likeliness of blocking 

the solar radiation from reaching the semiconductor by the co-catalyst, the thickness 

of the co-catalyst may also resist to function when it is too thick. As shown, the most 

recommended co-catalyst for the surface reaction is an exceptionally active co-

catalyst that is inexpensive, light-tolerant, and easily manufactured on 

photoelectrodes. The co-catalyst may or may not have a defined structure with a high 

density of active sites and fine mass diffusion capabilities, or a consistent layer with 

high crystallinity, but it must be extraordinarily conductive to carriers such as metals 

or metal oxides with varied valence states [32], [37]. 

1.7 Aim and objectives 

This work is designed to improve the photocatalytic properties of hematite α-Fe2O3 by 

doping transition metals (Cu, Ti, Ni and Mn). Mainly, reducing the band gap to enhance 

the absorption of α-Fe2O3 in the white light spectrum, thus, improve its conductivity. 

The objectives of this study are to: 

• Determine the convergence parameters for hematite bulk system. 

• Calculate structural, electronic, and optical properties by optimizing the α-Fe2O3 

structure. 

• Cleave low index surfaces from the bulk system and calculate properties of 

undoped surfaces. 
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• Dope α-Fe2O3 surface (001) and (101) with Cu, Ti, Ni and Mn by replacing one 

Fe atom. 

• Perform electronic properties calculations for Cu, Ti, Ni, Mn doped α-Fe2O3 

systems i.e., density of states and band structure. 

• Calculate the optical properties for Cu, Ti, Ni, Mn doped systems i.e., 

absorbance, dielectric function, and conductivity. 
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CHAPTER TWO 

 

2. Literature review   

A semiconductor material with a value of 2.0 eV band gap is thought to be suitable for 

solar water splitting in classical physics. With this reflection hematite protrude as a 

best semiconductor for solar water splitting. In 2016, Tamirat et al. studied the 

development and problems faced with hematite for solar water splitting. The 

investigations showed that a calculated value of 2.1 eV band gap can theoretically 

have 15% efficiency of successfully converting solar-to-hydrogen (STH), which 

surpasses the required 10% measured STH efficiency for practical applications. 

However, the given theoretical STH efficiency benchmark is still not attained by 

practical efficiency [19]. Wheeler et al. also reviewed the synthesis and 

characterization of hematite, results reported that the short lifetime of charge carrier 

or has hindered the applicability of hematite to undergo PEC water splitting. Hematite 

nanostructures, doping and surface modification present the opportunity to beat some 

of the restrictions by improving the electronic and optical properties of hematite [38]. 

 

2.1 Hematite 

2.1.1 Structural properties 

Hematite (α-Fe2O3) is a hexagonal iron oxide crystal structure. It’s thermodynamically 

stable, a semiconductor with a theoretical optical band gap approximately 2.0 eV [39], 

which allows absorption of wavelengths of up to 600 nm [24]. It is a recognized 

photoanode material because of its stability under water photolysis conditions. These 

features make hematite an admirable semiconductor to be used for photocatalytic 

activities. The cation Fe3+ found on both the valence band (VB) and the conduction 

band (CB) is determined by octahedral FeO6 units contained in the crystal lattice. The 

VB can be adequately positioned in relation to the O2/H2O redox level in solution 

because VB is not dependable on the pH [40]. 

The crystal structure of α-Fe2O3 is described within R3̅c space group with a = b 

=0.5034 nm and c = 1.3752 nm lattice parameters [41]. The trigonal-hexagonal unit 

cells and the primitive rhombohedral unit cells are shown in Figure 6, arh = 0.5427 nm 

and α = 55.3 ° for the rhombohedral unit cell [42]. 
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Figure 6: (a) The hexagonal unit cell and (c) the rhombohedral primitive cell of α-

Fe2O3 is both represented. The face-sharing octahedra in (a) and (c) are depicted in 

(b) and (d) respectively. Fe is grey colour, while O is a bright red colour [42]. 

The hematite structure is easily understood based on the arrangement of the oxygen 

(O2−) ions in the direction [001], they are packed in a hexagonal lattice with Fe3+ ions 

holding two out of three of the octahedral interstices in the hexagonal unit. Figure 5(b) 

display the understanding of the cations system pairs of FeO6 octahedra that share 

edges with three adjacent and one face with the plane along the [001] direction. 

The photo-electrochemical performance of α-Fe2O3 is unaffected by its magnetic 

properties; however, the iron spin configuration has an impact on its optical, electrical, 

and carrier transport capabilities. The characteristics should be accurately interpreted 

before it is used as a solar water splitting semiconductor. Multiple studies have shown 

that temperature and particle size are the main two factors that contribute to the 

magnetic properties of hematite, [42]. Hematite is weakly ferromagnetic at room 

temperature, and paramagnetic at temperatures above 956 K [19]. 

 

2.1.2 Electronic and optical properties 

The theoretical energy band gap of a pure α-Fe2O3 semiconductor lies 1.9 and 2.30 

eV, according to first-principles computation. The conduction band minimum (CBM) is 

primarily a contribution of the Fe 3d empty orbitals, while the valence band maximum 

(VBM) is generally made up of the Fe 3d and O 2p orbitals, with O 2p characters 

showing a predominant role of the electrons in this band. A pure hematite has the 



16 | P a g e  
 

lattice parameters a = b = 5.07 Å and c = 13.88 Å [43]. According to Pendlebury [24], 

more recent soft X-ray spectroscopy and density functional theory (DFT) studies on 

the physical properties of α-Fe2O3 have indicated that the valence band consists of 

strongly hybridized Fe-d and O-p orbitals. While spectroscopic studies have suggested 

that the top of the VB is strongly hybridized. DFT calculations suggested that the band 

gap is primarily between Fe-d states, with the oxygen density of states being largely 

>1.5 eV below the top of the VB. Figure 7 shows a typical band structure of the α-

Fe2O3. 

 

Figure 7: (a) Typical α-Fe2O3 absorption spectrum; (b) schematic of proposed α-
Fe2O3 band structure; (c) hybridization of Fe 3d/O 2p VB [24]. 

 

Pendlebury [24] reported that unfortunately, the water oxidation efficiency of hematite 

under visible light is severely limited by this long absorption depth coupled with a short-

hole diffusion length. The hole-diffusion length has been reported to be 2-4 nm and 

~20 nm. This is an indicator of low mobility and/or rapid electron-hole recombination. 

Electron mobility in hematite is also thought to be low (0.01-0.1 cm2.V-1.s-1). α-Fe2O3 

films oriented with the basal plane perpendicular to the substrate have been reported 

to facilitate the collection of photogenerated electrons. Although the edge of the 

valence band lies below the O2/H2O redox potential of O2 / H2O and is suitable for 

water oxidation, the conduction band edge lies ~0.4 V positive of the H2/H+ potential, 

therefore a positive applied bias is necessary for the reduction of the proton to occur. 

In the absence of impurities, a pure α-Fe2O3 exhibits poor electrical conductivity 

between temperatures 250 K and 960 K. This is under the impression that at this range 

low drift mobilities of charge carriers, is indispensable of thermal activation to jump 
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between lattice sites [39]. Huda et al. [44] reported that, the weak optical absorption 

and very low electrical conductivity are the two main aspects which stand as an 

obstacle for α-Fe2O3 to fully perform in PEC application. Therefore, the electrical 

conductivity properties enhancement is a vital task for the future application of α-Fe2O3 

in PEC activities. Adding impurities by means of doping has long been considered in 

studying the electrical transport properties of α-Fe2O3, this includes off-stoichiometric 

effects (oxygen vacancy) [45].  

Meng et al. [46] studied the photo-electrochemical activities for Cu- and Ti-doped 

hematite using the first-principles, and the results showed that introducing Ti impurities 

in hematite extends the life of charge carriers and consequently improve the electrical 

conductivity of the semiconductor, hence, some of the photocatalytic properties of 

hematite have been enhanced when comparing undoped α-Fe2O3 and Ti-doped α-

Fe2O3, . Results also estimated that doping Cu on hematite could improve the usage 

to ratio of solar energy and achieve an unprompted generation of hydrogen in the 

visible light impelled PEC water splitting occurring in the absence an external voltage 

bias. 

Calculations indicate that Ti-doped-α-Fe2O3 generates minor donor level below the 

conduction band minimum; thereby, the energy band gap insignificantly gets narrowed 

by 0.34 eV [46]. As a result of this large shift in Fermi level, the peak positions of partial 

density of states (PDOS) move toward the lowest energy about 2.0 eV. Before entering 

the conduction bands, the Ti-doped Fermi level reaches a high energy level. Doping 

Ti and Cu in α-Fe2O3 broadens the range of energy in the conduction band and 

generates a split in Fe-3d and O-2p orbital energy due to the symmetry break in the 

crystal potential field. Doping Cu dopant generates an upward extension of the VBM 

because the function of introducing Cu impurities in hematite moderately simulates but 

is inferior to oxygen. In contrast to Fe, Ti dopant tends to be more ionized, lowering 

the energy required to join with oxygen, because it has a lower first ionization energy 

(1.07 eV lower). 

Due to the enlarged locations of the conduction band generated by a shift of the band 

gap from the lower energy position to the higher energy position in Ti-doped hematite, 

the Fermi level (EF) enters the band gap, improving the contribution of electrons closer 

to the Fermi level. 
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Improving the conductivity of hematite for photocatalytic applications increases the life 

span of charge carriers, hence reduces rate of electron-hole pairs recombination, and 

advance an opportunity for charge carriers to take part in the reduction-oxidation 

reaction. Hypothetically, for Cu-doped- α-Fe2O3, the enhancement of the electrical 

conductivity could be a challenge due to localized electronic states around the Fermi 

level when EF enters the valence band [46]. 

Huda et al. employed the Vienna ab initio simulation program (VASP) to investigate 

the properties of 3d transition metals doped in hematite in a recent DFT study. The 

study found that for a pure hematite the valence band maximum (VBM) is mainly a 

contribution has of O-2p and Fe-3d states and the conduction band minimum (CBM) 

has a mostly minor Fe-3d states [44]. Because of the orbital properties it holds, the 

structure of hematite has a CBM that is less dispersed in the first Brillouin zone. This 

is a demonstration that undoped hematite has excessively heavy carrier effective 

masses, resulting in low movement of the electrons. This is because electron carriers 

in α-Fe2O3 are confined due to the conducting phenomena and it is the given reason 

why α-Fe2O3 has low efficiency in converting solar-to-hydrogen even with a desirable 

band gap shown by the semiconductor. Huda and co-workers further explained that 

the properties of 3d transition metals ™ incorporated in α-Fe2O3 can be described 

using these inclinations:  

In the case of Ti incorporated with α-Fe2O3, Ti substituted at Fe3+ site gives in a 

conduction band electron, this is because Ti4+ ion consist of four electrons in the 

outermost shell of its last energy level and favors a 4+ charge state. The results also 

showed that, from the electronic band structure, the CB is fractionally occupied due to 

the added impurities. The Ti-4s and 3d states are added to the Ti-doped. The CBM 

becomes more spread out than that of pure α-Fe2O3, denoting that the introduction Ti 

orbitals may the reason why the effective mass of electrons is reduced, and the 

secondary (additional) n-type charge carriers (conduction electrons) will speed up 

electron transportation. Hematite has a higher electron affinity. The excess electrons 

will not confine in the centre of Ti impurities to create donor species but will be given 

to the iron atom. When compared to pure α-Fe2O3, the upshift of conduction band 

minimum do not undergo any significant alterations. However, the hybridization of O-

2p and Ti-3d states have resulted in two levels of defects above the initial VBM. The 

calculated electronic properties of Ti-doped α-Fe2O3 gave 1.19 eV value, a reduced 
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band gap in comparison of that of pure α-Fe2O3: consequently, this will ensure 

improvement of the low energy photon absorption. The results suggested that 

considering all the 3d transition metals, the incorporation of Ti would greatly 

accomplish an enhancement in electrical conductivity resulting an effective PEC 

performance. 

In addition to the findings, they discovered that when doped to α-Fe2O3, some 3d 

transition metals give extra electrons and promote electrical conductivity, potentially 

increasing the efficiency of solar conversion for hydrogen generation by aiding for 

charge separation and transportation [44]. 

 

2.2 Doping 

Doping is the process of adding impurities to alter the properties of the materials. 

Doping a semiconductor in a good crystal allows the introduction of energy states 

within the band gap. Doping is a well-established concept that has been shown to 

benefit several semiconductors by increasing carrier concentration in the bulk 

structure, and the enhancing the efficiency in the conductivity and charge separation. 

Dopants also have an important effect of shifting the energy bands relative to the Fermi 

level. It can change the electrical conductivity of the lattice and therefore vary the 

efficiency of the semiconductor [8]. Doping is regarded as a vital tool for modifying the 

electronic properties of metal oxides, it is also ideal for hematite photoanodes. 

Substituting a dopant element with high valence cations improves the electron 

concentration and the electrical conductivity in hematite [47].  

According to Meng et al. [46], is was reported that the engineering of the band gap by 

metal doping, one should select a dopant (atom) that have similarities in the electronic 

structure but must be distinct in orbital energies to Fe 3d orbital. In this study, some of 

the first-row transition metals have been chosen as dopants (namely, Cu, T, Ni and 

Mn) because they have an electronic shell structure similar to that of Fe atoms.  

An et al. [49] reported that transition metal oxide dopants have cultivated a lot of 

interest in theoretical and experimental research due to their distinctive properties.  

Metals such as Zn, Mo, Cr, Zr, Co, Ni, Rh, and Ti, have experimentally proven to play 

a significant role in improving photo-electrochemical activities of hematite. Previous 

reports stated that the first-principles studies on Co and Ni-doped hematite film result 
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in a preferable performance than that of undoped α-Fe2O3 in PEC activities [49]. 

Transition-metal oxides form a group of predominantly ionic solids, which have a wide 

range of optical and electronic properties. Metallic dopants offer a wide range of 

distinctive properties than to non-metal doping. Metallic  doping exhibits additional 

energy orbitals in energy the band gap, which brings about a new optical absorption 

edge and creates less of the energy boundary [23]. In general, electrode changes that 

increase the flow of electrons, concentration, and life span of charges participating in 

electrochemical processes can make photo-electrochemical systems involving 

transition-metal oxides more rational. Incorporation of cations into α-Fe2O3 displayed 

to have influence PEC performance through numerous procedures, adjusting the 

lattice parameters, raising carrier concentration, and overcoming charge 

recombination by increasing the electric field near the electrode-electrolyte interface 

[50]. 

Theoretical considerations and experimental observations in titanium doped   hematite 

photoelectrodes were done by Kronawitter et al. [50]. The study indicated that DFT 

was the most common used method for investigating the semiconductor’s electronic 

structure, however, using conventional DFT approaches to α-Fe2O3 had minor 

setbacks because of the localized Fe-3d electrons, which causes large errors when it 

is collaborative with the necessarily approximation of electron exchange-correlation 

(XC) functionals, the incomplete cancelation of Coulomb and exchange self-

interaction terms are the reasons for such occurrence. The DFT+U technique replaces 

the inexact treatment of electron exchange with Hartree-Fock-like intra-atomic 

Coulomb (U) and exchange interaction terms for localized 3d electrons, according to 

the study. The Hartree-Fock theory has accurate electron exchange, and the DFT+U 

technique provides a transparent characterization of the first-row transition metal 

oxides and has been adopted in the α-Fe2O3 investigation. In 2015 Pan et al. reported 

that the incorporation of Zr into α-Fe2O3 is predicted produce more electron–hole pairs. Results 

also show that Zr-doped α-Fe2O3 exhibit a photocurrent density that is greater than that of 

undoped α-Fe2O3. Modifying α-Fe2O3 by introducing Co or Ni impurities result in a 

thermodynamically stable reaction route. This study also includes that substituting Rh for Fe 

can reduce the band gap of α-Fe2O3, thus lead to more absorption of solar radiation, it also 

improves the photocurrent over the wavelengths of 340 – 850 nm [43]. 
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Gurudayal et al.  [16] suggested that elemental doping of hematite could be 

constructive on the overall efficiencies of solar-to-hydrogen conversions. Examples of 

elements that were used in this study are Al, Cd, Mg, Mo, Mn, Si, Sn, Ti and Zn, for 

example, the atomic radius properties of Mn ions have made manganese a desirable 

dopant in α-Fe2O3. In the periodic table Mn is also closer to Fe, thus, their atomic radii 

are very close to each other, hence, will not yield any mishap in the α-Fe2O3 structure. 

Furthermore, because Mn can exist as Mn2+ and Mn4+ ions, it is a possible p- or n-type 

dopant. The trend of the results suggests that doping Mn can form energy states inside 

the band gap of α-Fe2O3, which could be useful in regulating electrical conductivity. 

Simfukwe et al. [27]  used DFT to investigate Cu-doped hematite surfaces for water 

splitting, and the results  showed that Cu doped surface system can reduce the band 

gap and align the position of the conduction band to straddle with normal hydrogen 

electrode potential for direct water splitting. Meng et al. [46] used DFT+U to investigate 

the effects of doping Ti and Cu on hematite for improved PEC applications, and found 

that Cu-doped bulk hematite shifted the edge of the lower conduction band to high 

energy by around 0.5 eV, resulting in direct splitting water. 

2.3 Hematite surfaces 

The desirable properties exhibited by hematite for photo-electrochemical water 

splitting had since been on the quest to improve its efficiency for solar hydrogen 

production, electronic and optical of doped α-Fe2O3 were also investigated on surface 

structures as one way of enhancing the efficiency in converting solar to hydrogen. 

Research shows that there is an increase in the number of theoretical investigations 

carried out to describe the surface properties of α-Fe2O3 [42]. Using functional density 

theory, Wang et al. [51] calculated various possible structures of the surface of the 

hematite (0001). The (0001) surface structure has been reported by other theoretical 

groups regarding its interaction with water. Cui et al. [52] using first principles 

conducted a comparative study on the surface structure of sulfide and oxide minerals, 

results on the electronic structure of the surface of the hematite (001) suggest that the 

interactions of O and Fe are mainly in the areas of the valence band, and the sharp 

mixing peaks attributing to the orbitals of O-2p and Fe-3p, 3d and 4s orbitals show 

more characteristic of localization. 
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Bulk doping has been shown to boost the photocatalytic activity of α-Fe2O3, but it also 

introduces localized impurities that can behave as undesirable electron-hole pair 

recombination hotspots. Surface doping is thought to be more advantageous than bulk 

doping because it minimizes the distance traveled by charge carriers and also reduces 

fast recombination, resulting in more effective use of the charges [27]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER THREE 

3.1 Theoretical Methodology 

3.1.1 Schrodinger equation 

The Schrodinger equation is a fundamental physics equation that describes a system’s 

quantum mechanical behavior. It’s a partial differential equation that describes how a 

physical system’s wave function evolves over time. The following is the time-

dependent one-dimensional Schrodinger equation: 
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    ⅈℏ
𝜕𝜑(𝑟,𝑡)

𝜕𝑡
= 𝐻𝜑(𝑟, 𝑡)      (4) 

H is the Hamiltonian operator defined as: 

𝐻 = (−
ℏ2

2𝑚
   𝛻2 + 𝑉)      (5) 

where ℏ is the Planck’s constant divided by 2𝜋 and 𝑚 is the mass of the electron, 𝜑 is 

a wavefunction, 𝑟 is the position, 𝑡 is the time where 𝛻2 is the Laplace operator and V 

is the potential energy. When the Hamiltonian operates on a wave function, it gives 

the energy of the wavefunction. 

(−
ℏ2

2𝑚
   𝛻2 + 𝑉(𝑅)) 𝐸(𝑘)𝜑(𝑟, 𝑘),     (6) 

The band structure of a crystalline solid, that is, the energy-momentum (E-k) 

relationship, is usually obtained by solving the Schrodinger equation of an approximate 

one-electron problem [54],[55]. 

 

3.1.2 Density functional theory 

Density functional theory (DFT) is a computational quantum mechanical modelling 

method used to investigate the electronic structure of atoms, molecules, and the 

condensed phase of many-body systems known as the ground-state electron density. 

The DFT can be used to determine the properties of a many-electron system using 

functionals, which in this case is the spatial-dependent electron density. In addition, 

DFT is computationally versatile,  

it has been broadened to include spin polarized systems, multicomponent systems 

like nuclei and electron hole droplets, free energy at finite temperatures, 

superconductors with electronic pairing mechanics, relativistic electrons, time-

dependent phenomena and excited states, bosons, etc. [56]. As a result, DFT is 

frequently used in first-principles computations to describe and predict properties of 

molecular and condensed matter systems. 

3.1.3 First-principles calculation  

In any case, quantum mechanics gives a dependable approach to figure out provides 

what electrons and atomic nuclei do in any given environment. Most of a material's 
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qualities are determined by electron behavior. Because quantum mechanics describes 

and explains chemical bonds, this is true for a single atom or assemblages of atoms 

in condensed matter. As a result, by solving the Schrodinger equation for the electrons 

in any substance, the properties of that material may be understood, that is, based on 

fundamental physical laws and without the use of free parameters. Electrons interact 

intensely with each other, causing rapid complications. In simple potentials, it only 

exists for a single electron, which is frightening. First-principles techniques recast the 

problem from one in which electron interactions are consider to one in which they are 

not for practical computations on condensed materials [57]. The interactions take 

place are in the effective potential, and one electron at a time is dealt with. The result 

is a series of Schrodinger-like equations for one electron: 

𝐻𝜓𝑛 = (−
ℏ2

2𝑚
   𝛻2 + 𝑉𝑒𝑥𝑡 + 𝑉𝑒𝑓𝑓) 𝜓𝑛 = 𝑒𝑖𝜓𝑛,    (7) 

  

The n one-electron wavefunctions are denoted by 𝜓𝑛  , 𝑉𝑒𝑥𝑡 is the nuclei’s external 

potential, and 𝑉𝑒𝑓𝑓 is the effective potential. 

The ground and excited state properties of a many-electron system in the presence of 

an external field can all be derived accurately from the ground state density according 

to Kohn-Sham [58]. The external potential Vext(r) is a unique functional of 𝜌(𝑟) 

according to Hohenberg and Kohn and since 𝑉𝑒𝑥𝑡(𝑟) fixes H, the Hamiltonian is the 

unique functional of the electron density. The Hamiltonian for many electrons is given 

by [59]: 

𝐻 = 𝑇 + 𝑈 + 𝑉      (8) 

where the parameter T is the kinetic energy, U is the potential energy term indicating 

the electrons interacting with the nuclei, and V is the external potential (𝑉𝑒𝑥𝑡). The 

electron density 𝜌(𝑟) is defined as: 

                 𝜌(𝑟) = 𝛹∗(𝑟1, 𝑟2, 𝑟3, . . . , 𝑟𝑁)𝛹(𝑟1, 𝑟2, 𝑟3, . . . , 𝑟𝑁)    (9) 

Thus, 𝜌(𝑟) determines 𝑉𝑒𝑥𝑡(𝑟)  and hence all the properties of the ground state, for 

example the kinetic energy 𝑇[𝜌], the potential energy 𝑉[𝜌],, and the total energy 𝐸[𝜌]. 

The ground state energy 𝐸 is a unique functional of the electron density, thus total 

ground state energy is given as: [60] 
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                                   𝐸 = 𝐸[𝜌(𝑟)]        (10) 

The electron density is all that is required to define the total ground state energy. The 

electron density that minimizes the energy of the overall functional is the true ground 

state electron density. This brings knowledge of how to find the ground state energy. 

                             𝐸[𝜌(𝑟))] > 𝐸0[𝜌0(𝑟)]      (11) 

The energy functional consist of two main parts, the known and the unknown energy. 

                             𝐸[{𝛹𝑖}] = 𝐸𝑘𝑛𝑜𝑤𝑛[{𝛹𝑖}] + 𝐸𝑋𝐶[{𝛹𝑖}]    (12) 

The known energy term is given by: 

𝐸𝑘𝑛𝑜𝑤𝑛[{𝛹𝑖}] = −
ћ

𝑚𝑒
∑ ∫ 𝛹𝑖

∗𝛻2
𝑖 𝛹𝑖𝑑3𝑟 + ∫ 𝑉(𝑟)𝜌(𝑟)𝑑3𝑟 +

𝑒2

2
∫ ∫

𝜌(𝑟)𝜌(𝑟′)

𝑟−𝑟′ 𝑑3𝑟𝑑3𝑟′ + 𝐸𝑖𝑜𝑛 

(13) 

The unknown energy term 𝐸𝑋𝐶[{𝛹𝑖}] is known as the exchange correlation functional 

and it takes care of all the quantum mechanical interactions between electrons. It 

includes all quantum mechanical terms, and it is not known but needs to be 

approximated. 

 

3.1.4 Exchange correlation functionals 

The local density approximation (LDA) which was proposed by Kohn and Sham along 

with the KS equations, is the most extensively used approximation. According to the 

LDA, 𝐸𝑋𝐶 can be calculated by assuming an infinitesimal element of density 𝜌𝑑𝑟, the 

exchange-correlation energy is that of a uniform electron gas of density 𝜌 = 𝜌𝑟 Then 

[61], 

𝐸𝑋𝐶 = ∫ 𝜌(𝑟)𝜖𝑥𝑐(𝜌(𝑟)) 𝑑𝑟     (14) 

In LDA method, only the electron density (𝜌) at point 𝑟 is considered for the 

approximation of the exchange correlation energy, the gradient of the density 𝛻𝜌 is not 

utilized to approximate the exchange correlation energy, this led to the development 

of generalized gradient approximation (GGA) method. The GGA improves predicted 

binding and dissociation energies, especially for hydrogen-containing systems. 

Although there are various GGAs, one of the most employed is the GGA by Perdew, 

Burke, and Ernzerhof (PBE) [62]. GGA-PBE is the default exchange-correlation 
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functional. It is recommended, especially for studies of molecules interacting with 

metal surface, although it is also reliable for bulk calculations. GGA provides a better 

overall description than the LDA functionals.  

 

3.1.5 The Kohn-Sham scheme 

Kohn and Sham introduced an approach for minimizing the functional cost based on 

the Hohenberg-Kohn theorem 𝐸[𝜌(𝑟)] by varying  𝜌(𝑟) over all densities containing N 

electrons [63]. This constraint is introduced by the Lagrange multiplier μ chosen so 

that ∫ 𝜌(𝑟)𝑑𝑟 = 𝑁.  

                                  
𝛿

𝛿𝜌(𝑟)
[𝐸[𝜌(𝑟)] − 𝜇 ∫ 𝜌(𝑟)𝑑𝑟] = 0    (15) 

                                                 ⇒ 𝜇 =
𝛿𝐸[𝜌(𝑟)]

𝛿𝜌(𝑟)
      (16) 

Kohn and Sham chose to separate 𝐹[𝜌(𝑟)] into three parts, so that 𝐸[𝜌(𝑟)] becomes: 

 𝐸[𝜌(𝑟)] = 𝑇𝑠[𝜌(𝑟)] +
1

2
∫ ∫

𝜌(𝑟)𝜌(𝑟′)

|𝑟−𝑟′|
𝑑𝑟𝑑𝑟′ + 𝐸𝑋𝐶[𝜌(𝑟)] + ∫ 𝜌(𝑟)𝑉𝑒𝑥𝑡(𝑟)𝑑𝑟 (17) 

where Ts[ρ(r)] is defined as the kinetic energy of a non-interacting electron gas with 

density 𝜌(𝑟)  and is given by: 

                                𝑇𝑠[𝜌(𝑟)] = −
1

2
∑ ∫ 𝛹𝑖

∗(𝑟)𝛻2𝛹𝑖(𝑟)𝑑𝑟𝑁
𝑖=1     (18) 

Equation 18 also acts as a definition for the exchange correlation energy 

functionalEXC[ρ(r)]. We can rewrite equation 20 in terms of an effective potential Veff(r) 

as follows: 

                                           
𝛿𝑇𝑠[𝜌(𝑟)]

𝛿𝜌(𝑟)
+ 𝑉𝑒𝑓𝑓(𝑟) = 𝜇    (19) 

where 

                                 𝑉𝑒𝑓𝑓(𝑟) = 𝑉𝑒𝑥𝑡(𝑟) + ∫
𝜌(𝑟′)

|𝑟−𝑟′|
𝑑𝑟′ +

𝛿𝐸𝑋𝐶[𝜌(𝑟)]

𝛿𝜌(𝑟)
     (20) 

Now, if one considers a system that really contained non-interacting electrons moving 

in an external potential equal to 𝑉𝑒𝑓𝑓(𝑟) as defined in equation 19, then the same 

analysis would lead to the same equation. Therefore, to find the ground state energy 

and density, 𝐸0 and 𝜌0(𝑟) all one must do is to solve the one electron equations: 
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                (−
1

2
𝛻𝑖

2 + 𝑉𝑒𝑓𝑓(𝑟) − 𝐸𝑖) 𝛹𝑖(𝑟) = 0      (21) 

As the electron density is constructed according to the equation: 

                                  𝜌(𝑟) = ∑ |𝛹𝑖(𝑟)|2𝑁
𝑖=1       (22) 

These equations must be solved with self-consistently scheme [63]. 

 

1.3.6 Self-consistency scheme to finding the ground state 

The wave functions are expressed on a planewave basis when finding the ground 

state in calculations, and these are sampled at a discrete number of k-points. The 

ground state is found by iteratively improving an initial guess until the change in energy 

differences is small to make sure the structure converges as shown in Figure 7. The 

scheme consists of 4 steps and are as follows: 

Step 1. Guess the electron density: trial 𝜌(𝑟) 

Step 2. Solve the Kohn-Sham equations with 𝜌(𝑟), obtain single electron wave 

functions 𝛹𝑖(𝑟) 

Step 3. Calculate the electron density based on the single-electron wave functions 

                                        𝜌(𝑟) = 2 ∑ 𝛹𝑖
∗(𝑟)𝛹𝑖(𝑟)𝑖     (23) 

Step 4. Compare the new electron density 𝜌(𝑟) with the initially approximated electron 

density ρ(r) from step 1. 

There are two conditions to consider before concluding about the electron density,  

a. If the new density is different from the approximated density, begin with the 

new electron density as the approximated and repeat the whole procedure 

from step 1. 

b. If they are both the same, then that means true ground state electron density 

has been obtained. 
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Figure 8: Flow chart of a typical DFT calculation within the Kohn-Sham method [64]. 

The above formulation assumes that the exchange-correlation functional is known. At 

present numerical exchange correlation potentials have only been determined for a 

few simple model systems, and so most current density functional calculations use the 

Local Density Approximation (LDA). The LDA approximates the 𝑋𝐶 functional to a 

simple function of the density at any position 𝑟. The value of this function is the 𝑋𝐶 

energy per electron in a uniform homogeneous electron gas of density 𝜌(𝑟). The LDA 

expression for 𝐸𝑋𝐶[𝜌(𝑟)] is given by: 

                            𝐸𝑋𝐶[𝑛(𝑟)] ≈ ∫ 𝐸𝑋𝐶(𝜌(𝑟))𝜌(𝑟) 𝑑𝑟    (24) 

The LDA is remarkably accurate, but often fails when the electrons are strongly 

correlated as in systems containing 𝑑 and 𝑓 orbital electrons [65], [63]. 

 

3.2 Pseudopotentials 

The concept of a pseudopotential is related to replacing the effects of the core 

electrons with an effective potential. The pseudopotential generation procedure starts 
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with the solution of the atomic problem using the Kohn-Sham (KS) approach [59]. This 

approximation is well known and provides a number of computational benefits, 

including fewer electronic states in solid-state calculations, smooth and node-free 

pseudo-wave functions in the core region, efficient representation of both 

pseudopotentials and pseudo-wave functions using a plane wave basis set, and the 

pseudopotential is much weaker in the core region than the true Coulomb potential of 

the nucleus. [66]  

 

3.2.1 DFT Plane wave basis set approximation 
 

The plane-wave pseudopotential approach uses the plane-wave basis set to represent 

the orbitals. The wave function can be written as the product of the cell periodic part 

and a wavelike part: 

   𝛹𝑘𝑖(𝑟) = 𝑒𝑖𝑘.𝑟𝑓𝑖(𝑟)     (25) 

                            

The first term is the wave-like part, and the cell periodic component of the wave 

function is the second term. This can be described by dividing it into a finite number of 

planewaves, the wave vectors of which are reciprocal crystal lattice vectors, as follows:

  𝑓𝑖(𝑟) = ∑ 𝐺𝑖,𝐺 𝐺 𝑒𝑖𝐺.𝑟     (26) 

  

where G represents reciprocal lattice vectors given by G. 𝐼 = 2𝑚𝜋 for 𝐼, where 𝐼 is a 

lattice of the crystal and 𝑚 is an integer [67]  

 

3.3 Cutoff 

A cut-off energy only includes plane waves with energies less than the cut-off, and is 

defined as: 

𝐸𝑐𝑢𝑡 =
ℏ

2𝑚
|𝐺|2     (27) 

 

The cut-off energy must always be high enough to give accurate results. This can be 

achieved by repeating the calculations with higher and higher cut-off energies until 

the properties have converged.  
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3.4 K-points sampling 

Bloch’s theorem eigenstates in a system under a periodic potential 𝑈(𝑟) can be written 

as: 

𝜓𝑖(𝑟;�⃗⃗�) = 𝑒𝑖𝑟⋅�⃗⃗�𝑈𝑖𝑖
(𝑟 ⋅ �⃗⃗�)     (28) 

Operators such as the Hamiltonian are block-diagonal by k-point: 

ℎ𝑘𝑖 0 0
0 ℎ𝑘2 0
0 0 ℎ𝑘3

      (29) 

It is important to describe waves and correlation lengths longer than the unit cell in 

solids (especially conductors/ semiconductors, when only the point is sampled (k =0) 

𝜓𝑘(𝑟) = 𝑒𝑖(𝑘.𝑟)𝑈𝑘(𝑟)      (30)  

 

where 𝑈𝑘(𝑟 + 𝐿) = 𝑈𝑘(𝑟) and 𝑒𝑖(𝑘.𝑟) are arbitrary phase factor 

𝜓𝑘(𝑟 + 𝐿) = 𝑒𝑖𝑘(𝑟+𝐿)𝑈𝑘(𝑟 + 𝐿)    (31)  

𝑒𝑖𝑘.𝐿𝜓𝑘(𝑟)       (32)  

 

In principle, we need to integrate overall possible k-points when constructing the 

density. Fortunately, the wave functions change slowly as it’s varied, such that the 

integral is approximated with a summation. 

𝑃(𝑟) = ∫|𝜓𝜅(𝑟)|2 𝑑3𝑘     (33) 

𝑃(𝑟) = ∑ |𝜓𝑘(𝑟)|2
𝑘      (34) 

To get more accurate results, enough k-points must be used. 

 

3.5 Computational software 

3.5.1 Material studio 

Material studio is a comprehensive modeling and simulation environment that enables 

researchers in a variety of domains to predict and comprehend the links between 

atomic and molecule structure, characteristics, and behavior. Researchers from a 
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variety of industries are using the material studio to create higher-performing materials 

of various kinds, including medicines, catalysts, polymers, composites, metals and 

alloys, batteries and fuel cells, and more. [68]. Cambridge Serial Total Energy 

Package (CASTEP) is a component of the material studio software that allows us to 

execute density functional theory calculations 

3.5.2 Cambridge Serial Total Energy Package    

CASTEP is a program that calculates the electrical characteristics of crystalline solids, 

surfaces, molecules, liquids, and amorphous materials from first principles, using 

density functional theory and a set of plane wave basis. The sole limitation is the finite 

speed and memory of the computers being used to calculate the properties of any 

material that can be conceived of as an assembly of nuclei and electrons. 

Surface chemistry, structural properties, band structure, density of states, and optical 

properties are only a few examples of typical uses. CASTEP can also be used to 

investigate the spatial distribution of a system's charge density and wave functions, as 

well as the properties of point defects (vacancies, interstitials, and substitutional 

impurities) and extended defects (grain boundaries, for example) in semiconductors 

and other materials. [68]. 

 

3.6 Computational Procedures 

The geometry optimization calculations have been performed using the CASTEP 

code, which employs a basis set of plane waves to solve the Kohn-Sham equations of 

the density-functional- theory (DFT) [69]. 

Both the localisation of valence states and the mixing of oxygen p states and iron d 

states (exchange-correlation energy) of -Fe2O3 were studied in this study and the 

Perdew-Burke-Ernzerhofer (PBE) functional was used to parameterize the 

generalized gradient approximation (GGA) functional. For the electron-ion interaction, 

PBE's Ultra-Soft Pseudo potentials were used. GGA+U calculations was also adopted 

to account for the strong on-site Coulomb repulsion of the Fe-3d electrons U = 5 eV 

proposed by Dudarev et al. [70], [71]. Because this interaction parameter is relatively 

controllable, the DFT+U approach can be used to provide a qualitative assessment of 

the influence of electronic correlations on a system's physical properties. [72]. 
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To acquire precise energies for all systems, 650 eV convergent plane-wave cut-off 

energy was utilized, which ensured an accurate description of attributes that are 

influenced by sharp features in the density of states. The Brillion zone was sampled 

using a Monkhorst-Pack mesh k-points of 4x4x2 for both bulk and surface calculations 

with a spacing of 0.07 Å-1 for the calculations of density of states (DOS) and partial 

density of states (PDOS). A fermi smearing of 0.1 eV was utilized to speed up 

convergence. 

The bulk structure of α-Fe2O3 was imported from examples of metal oxides within the 

material studio, α-Fe2O3 is a hexagonal cell, at a fixed experimental cell parameters 

values of a=b=5.035 Å and c=13.720 Å, and an angle between vectors of α = 90˚. In 

a deformed octahedron, each Fe is coordinated by six oxygen atoms, while each O 

has four Fe neighbors. This research used a hexagonal lattice with three primordial 

cells (24 Fe atoms and 20 O atoms). Each layer of Fe atoms in the hexagonal lattice 

(Figure 11) is separated by a plane of O atoms. This allows for the creation of Fe-layer 

terminated surfaces.  

To investigate the consequences of doping, two surfaces were cleaved from the bulk 

structure of hematite with cleave plane (h, k, l) taking numbers (001), and (101), the 

surfaces were set to a slab thickness of 8.003 Å and 8.624 Å, for surfaces (001) and 

(101) respectively. To avoid interaction between the slabs, a vacuum region of 15  was 

tested as sufficient. For calculations of optical and electronic properties, the band 

energy tolerance was set at 1.0X10-5 eV with the energy tolerance per atom while the 

separation was 0.025/Å . The choice α-Fe2O3 (001) and (101) was influenced by a 

study on the comparative surface structure of minerals of sulfur and oxides minerals 

by Cui et al. [52]. 

For element doping, one of the Fe atoms was substituted by one of the dopants (Cu, 

Ti, Ni, and Mn); calculations for the electronic and optical properties were carried out 

for all the surfaces. The calculated results were compared with the results of recent 

theoretical research for consistency. 
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3.7 Calculated properties 

3.7.1 Adsorption energy of atoms at α-Fe2O3 semiconductor surface 

Four transition metals, Cu, Ti, Ni, and Mn were doped in the surface structures (001) 

and (101) by substituting one Fe atom. The adsorption energies of the two α-Fe2O3 

surfaces were calculated using equation (32) below: 

   𝐸𝑎𝑑𝑠 = 𝐸𝑠𝑢𝑟𝑓 + 𝐸𝑎𝑡𝑜𝑚 − (𝐸𝑠𝑢𝑟𝑓+𝑎𝑡𝑜𝑚),      (35) 

 𝐸𝑎𝑡𝑜𝑚 is the energy of the adsorbate, while 𝐸𝑠𝑢𝑟𝑓  is the energy of the α-Fe2O3 slab 

surface, and 𝐸𝑠𝑢𝑟𝑓+𝑎𝑡𝑜𝑚  is the total energy of the slab with the atom in vacuum gap’s 

centre, where the interaction with the surface is minimal. This method effectively wipes 

out the minor contributions from lateral interactions between the atoms, as well as 

inaccuracies from the two terms on the right-hand side of the equation. By definition, 

a positive value of Eads > 0 indicates stable adsorption [73-75]. 

 

 

 

 

 

 

CHAPTER FOUR 

4. Results and Discussions 

In this chapter, the first-principles density functional theory (DFT) and density 

functional theory with Hubbard potential (DFT+U) were employed to study the 

molecular structures of the bulk hematite, geometric optimization, and electronic and 

optical properties, hence, proceeding with a method yielding better performance for 

application in PEC water splitting. 

4.1 Geometric optimization  

To obtain the optimal condition at which α-Fe2O3 is more stable, the cutoff energy and 

the corresponding k-points were determined by optimizing the bulk structure of α-
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Fe2O3. The usage of such locations merely causes the periodic function to expand in 

reciprocal space functions with the necessary symmetries, bringing us closer to the 

origin (0,0,0) [76]  

 

Figure 9: Total energy against plane wave basis set cut-off. 

We perform this convergence test for the total energy against the cut-off energy. It can 

be seen from Figure 9 that when the cuff energy is increased to 600 eV, the total 

energy begins to converge, so it is believed that the 650-eV calculation result of the 

cutoff is credible and was chosen to be the ground state energy for all calculations. 

When compared to the work of Pan et al. [77] the cutoff energy of 550 eV  using VASP 

first-principles simulations for synthesis by water splitting on hematite surface (0001), 

this is fairly near cutoff energy. 
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Figure 10: Graph of energy formation versus the number of k-points. 

 

Figure 10 shows the how the number of k-points that gave the lowest total energy 

were obtained. At energy 6088,25 eV, 4 k-points are obtained, and this corresponded 

to 4x4x2 for the Brillouin zone integration and observing from the graph it was constant 

and stable at that point and onwards. Henceforth, all the geometry optimization and 

properties calculations for the bulk system were performed using 650 eV cut-off energy 

and 4x4x2 of k-points. Also, possibly k-points 5x5x2, 6x6x2. could be used since they 

lie along the same curve for the Brillouin zone sampling and this is similar to the used 

k-point of 5x5x2 for surface unit cell used by An et al.  on the First-principles study of 

sulfur atom doping and adsorption on α–Fe2O3 (0001) film [49]. 

 

4.2 Pure α-Fe2O3 bulk structure: 

4.2.1 Electronic properties of bulk α-Fe2O3 

In ambient settings, α-Fe2O3 is the most thermodynamically stable form of iron oxide, 

and it is also the most prevalent form of crystalline iron oxide. The α-Fe2O3 structure 

contains iron (Fe) atoms and oxygen (O) atoms arranged in a hexagonal structure. 
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The valence d-orbitals of each Fe atom have spatially localized open-shell electrons. 

The electrons are highly interacting because six oxygen atoms surround the Fe atoms, 

causing d-orbitals to divide in the crystal field and create groups of degenerate orbitals. 

[78]. Figure 11 shows the primitive hexagonal unit cell of α-Fe2O3.  

 

Figure 11: Hexagonal cell for α-Fe2O3, red representing O and Fe represented by 

grey. 

We estimated the density of states (DOS) and the band structure of a pure α-Fe2O3 to 

explain its electrical properties. Figure 12 depicts the band structure of α-Fe2O3 and 

includes a visualization of the computed density of states. The valence band (VBM) is 

dominated by O-2p and Fe-3d electrons at lower energy levels, with O-2p electrons 

playing a prominent role. The Fe-3d states peaks near the minimum Fermi level, while 

the conduction band minimum (CBM) is characterized by a minority of O-2p states at 

different energy levels. These orbital features shifted above the Fermi level have 

resulting in a 2.43 eV energy band gap. This simply demonstrate the existence of 

localized states, which could be owing to the fact that α-Fe2O3 has exceptionally heavy 

carrier effective masses, resulting in limited electron mobility. Even with a favorable 

band gap of α-Fe2O3, due to these reasons, the efficiency of successfully converting 
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solar to hydrogen is always very low. These findings are in line with earlier theoretical 

work that suggests α-Fe2O3 possesses a valence band dominated by O-2p states and 

Fe-3d levels. [42]. 

 

Figure 12: Bulk α-Fe2O3 band structure and DOS plot using DFT. 

Table 1 summarizes the structural properties observed in this study in comparison to 

previous theoretical and experimental literature. The predicted band gap using DFT 

for the band structure (Figure12) is 2.43 eV, which is quite close to prior experiments. 

The Fe d electrons have a significant Coulomb repulsion on-site [70], hence, the 

electronic characteristics of the bulk structure were also calculated using DFT+U. The 

DFT+U method is named after its simple method for accounting for underappreciated 

electronic interactions, which involves merely adding a semi-empirically tuned 

numerical parameter "U." The U correction's primary function is to add an additional 

Hubbard-like component to the strong on-site Coulomb interaction of localized 

electrons. This "U" correction can be added to the local and semi-local density 

functionals, enabling LDA+U and GGA+U computational procedures. The Hubbard 

describes the strongly correlated electronic states (d and f orbitals), while handling the 

rest of the valence electrons by the conventional DFT approximations [72]. Meng et 
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al. used a value U= 5 eV [46], we followed this trend and U was set to be U= 5 eV. 

Figure 13 is a representation of the band structure of bulk α-Fe2O3 using DFT+U. 

 

Table 1. Band gap and lattice parameters for optimized bulk α-Fe2O3 compared with 

literature and theoretical studies. 

 

Figure 13 shows the electrical parameters determined using DFT+U, which provide a 

fair description of the band gap and compare well to the results of other recent 

theoretical studies (Table 1). A calculated value of 1.889 eV, falls within the theoretical 

range of (1.9- 2.2eV) [19], thus,  the DFT+U method give a reasonable prediction of 

the theoretical band gap. 

 

 This work Theoretical 

[79] 

Literature [43] 

DFT DFT+U 

Band gap (eV) 2.43 1.889 1.9 – 2.2 2.30 

Lattice parameters 

(Å) 

a = b =5,174 

c= 13.985 

a = b =5,137 

c= 13.684 

a=b=5.035 

c=13.748 

a=b=5.07 

c=13.88 
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Figure 13: The band structure for bulk α-Fe2O3 using DFT+U. 

 

4.2.2 Optical properties for bulk α-Fe2O3  

4.2.2.1 DFT Method 

Other than electronic qualities, optical properties such as dielectric function, refractive 

index, reflectivity, loss function, absorption coefficient, and conductivity can be 

highlighted. The optical of a semiconductor show the interaction between photons and 

the semiconductor. In this section, we look at the absorption spectrum, dielectric 

function, reflectivity, and conductivity for bulk α-Fe2O3, including the selected surfaces. 

A study using a first-principles approach calculated the optical properties of hematite 

to better comprehend its role and limitations in photo-electrochemical cells, thus by far 

fewer theoretical studies on optical properties have been conducted [78]. Figure 14 

shows the optical properties plotted against wavelength and frequency.  

The complex dielectric function, which can be expressed by the formula below, is 

connected to these optical properties. 

ε(ω) = ε1(ω) + iε2(ω)      (36) 

The real and imaginary components are denoted by ε1(ω) and ε2(ω) is, respectively. 

The actual part is tied to the material's electronic polarizability, whereas the imaginary 

part is related to the material's electronic absorption. The following relationship can be 

used to define the imaginary component of the dielectric function: 

휀2(ℎ𝜔) =
2𝜋2

Ω 0
∑ |⟨𝜓𝑘

𝐶|𝑢. 𝑟|𝜓𝑘
𝑣⟩|2𝛿(𝐸𝑘

𝑐 − 𝐸𝑘
𝑣 − 𝐸)𝑘,𝑣,𝑐   (37) 

where e denotes electronic charge, u denotes incident electric field and 𝜓𝑘
𝑣 and 

𝜓𝑘
𝑐   denotes valence band and conduction band wave functions at the k point, 

respectively. To get the real component of a dielectric function from the imaginary part, 

utilize the Kramers-Kronig transformation. [80]. 
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Figure 14: Optical properties: (a) Absorption spectrum, (b) conductivity (c) dielectric 

function and (d) reflectivity for bulk α-Fe2O3 using DFT. 

The real part and imaginary parts of the dielectric function of hematite up to a photon 

frequency of 35 eV from DFT calculations are represented in Figure 14 (c). The real 

part shows the first energy peak at about 4 to 5 eV, and maintains a straight line with 

the increasing frequency, however, at 4 eV, there is a major drop for both the imaginary 

and real dielectric function. From 4 eV to a decreasing frequency there is an increase 

for both real and imaginary dielectric functions, therefore, we could say that both the 

imaginary and real parts decrease with increasing frequency. On the other hand, the 

real part there is a highest peak from around 1.5 to 2 eV, which is the most admirable 

energy for semiconductors used for solar cells. 

 

The following relationship can also be used to calculate the absorption coefficient α(ω) 

from the dielectric function: 

α(ω) =
2κω

c
        (38) 
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where c is the light speed [81]. The absorption coefficient α(ω) determines how far 

wavelength of light can penetrate a substance before being absorbed. 

Observing the absorption spectrum for the bulk α-Fe2O3, in Figure 14(a), with 

reference to the electromagnetic spectrum, the visible light region lies between 400 

and 700 nm. For higher conversion efficiency of solar cells, absorption should have 

the highest peak at visible region, and hence achieving the highest peak at visible 

region is of great deal for PEC activities. The absorption spectrum indicates that the 

semiconductor is absorbing more in the ultraviolet (UV) region at wavelengths 50nm 

to 300 nm; however, at this wavelength (300nm to 400nm), it results in another minor 

peak, an absorption coefficient approximated at 11x102 cm-1, and there after a 

decrease with increasing wavelength. The results in the study show a trend similar to 

a DFT study by Pan et al. [43] in enhancing the photoelectrochemical activity by doping 

4d transition metals on α-Fe2O3. Solar photons falling on Earth have wavelengths of 

250-2500 nm, thus absorption is desirable in the visible region for solar to hydrogen 

conversions, therefore we say α-Fe2O3 has a reasonable absorption coefficient, which 

could be modified by element doping.  

The ratio of the light wave reflected from a surface to the amount of light incident on 

the semiconductor is known as reflectivity, and it may be calculated using the following 

equation: 

𝑅(𝜔) =
(𝑛−1)2+𝑘2

(𝑛+1)2+𝑘2
      (39) 

Figure 14 (d) displays the reflectivity spectrum 𝑅(𝜔) against the wavelength. We 

observe a major peak of reflectivity from wavelengths of 300 nm to 1000 nm, and it 

occurs where the peak of absorption coefficient starts decreasing with increasing 

wavelength. 

The conductivity of a semiconductor is the property that links the current density to the 

electric field for general frequencies. The conductivity as a function of wavelength is 

shown in Figure14 (b), we observe that the bulk α-Fe2O3 display a significant 

conductivity in the UV region between wavelengths 50-300nm. The decrease in the 

conductivity curve, with wavelength approaching the visible light region (400 -700 nm), 

is a possible characteristic of low current density of electrons due to low absorption 

caused by the indirect band gap of α-Fe2O3 [48].  
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The electron conductivity σ, which may be defined as follows (Equation 40), 

determines the likelihood of electron-hole pairs created within the semiconductor 

travelling to the surface [43]: 

   𝜎 =
𝑛𝑒2𝜏(𝐸𝐹)

𝑚∗           (40) 

 

The electron carrier concentration is represented by 𝑛 in the formula, which is 

proportional to the following equation: 

   𝑛 ∝ 𝑒𝑥𝑝 (−
𝐸𝐶−𝐸𝐹

𝐾0𝑇
)       (41) 

The electron carrier concentration in the doped system will increase as the distance 

between the conduction band (𝐸𝐶) and Fermi level (𝐸𝐹) decreases. The effective 

electron mass, denoted by 𝑚∗ is and defined as: 

   𝑚∗(𝑘) = (
ℎ

2𝜋
)2[

𝜕2𝐸(𝑘)

𝜕𝑘2 ]-1      (42) 

The sum of the conductivities attributable to the movements of electrons in the 

conduction band and holes in the valence band equals the overall conductivity of an 

intrinsic semiconductor [19], therefore, the conductivity of a semiconductor is linked to 

its the electron conductivity,  and for a semiconductor with a higher electron 

conductivity, is in possible position of exhibiting a greater conductivity. 

 

4.2.2.2 DFT+U Method 
 

DFT level of the theory offered important electrical and optical properties of α−Fe2O3, 

according to studies. It is generally known, however, that adding a Hubbard U term 

acting on the Fe-3d orbitals to the usual density functional theory provides for a more 

precise description of the electronic structure. [82], [43], [46]. To account for the strong 

on-site Coulomb interaction of Fe-3d states in α−Fe2O3, the DFT+U technique with U 

= 5 eV was used for the Fe atom [82].  
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Figure 15: Optical properties: (a) Absorption spectrum, (b) conductivity (c) dielectric 

function and (d) reflectivity for bulk α-Fe2O3 using DFT+U. 

To analyze the influence of Hubbard U on the results, we also calculated the optical 

properties which include the absorption coefficient, conductivity, dielectric function, 

and reflectivity. For which is the reliable method between DFT and DFT+U in terms of 

optical properties calculations, we compare the optical properties in Figures 14 and 

15. The absorption coefficient graphs of the bulk α−Fe2O3 computed with DFT and 

DFT+U methods are shown in Figures 14(a-d) and 15(a-d), respectively. In terms of 

absorption, they are both observed to absorb more in the the UV region than in visible 

light region, the highest peak shows that the coefficient is approximately 3.1x104 cm-1 

by DFT+U, which is lower than that of DFT (~3.9x104 cm-1) (see Figure 14 (a)). 

Furthermore, from wavelengths 400-700nm (visible light region), the graph for DFT+U 

shows a major drop compared to the DFT graph in Figure 14(a). The results imply that 

the absorption coefficient values are different with DFT and DFT+U, however, they 

display a similar trend, it is the same with the other optical properties; for example, 

looking at Figure 15(c), the real part of the dielectric function is giving a negative value 

at frequency 20 eV, and the opposite in Figure 14(c). Through observation, DFT+U 

gives a more accurate prediction of the electronic properties than the optical 

properties. DFT+U demonstrates that an onsite Coulomb interaction of U = 5 eV leads 
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to an appropriate description of electronic characteristics, according to a previous 

work. [44] [82]. In summary, the DFT method is recommendable for optical properties 

calculations and DFT+U for electronic properties calculations on bulk structure. 

However, because Fe is the dopant substitution site in this study, the number of Fe-

3d states will be lower than the number of Fe atoms in the bulk structure. As a result, 

the strong on-site Coulomb interaction of Fe-3d states in the Fe2O3 surface may not 

have much effect. Hereinafter, the use of DFT in surface structure calculations would 

also be recommended, as the study aim at enhancing photocatalytic activities by 

improving the limitations faced with α−Fe2O3 which are their optical properties. 

 

4.3 α-Fe2O3 (001) and (101) Surfaces 

For this work, we investigated the electronic and optical characteristics of α-Fe2O3 

(001) and (101) surfaces doped with Cu, Ti, Ni, and Mne using DFT computations. Cu, 

Ti, Mn, and Ni are first-row transition metals with similar ionic radii to iron but distinct 

quantities of 3d electrons, resulting in different redox characteristics. 

The hematite slabs (001) and (101) used in this work are composed of two closed-

packed layers thick cleaved from the bulk structure (Figure 11). α-Fe2O3 (001) surface 

has nine O atoms and eight Fe atoms per surface unit cell. The chosen slab was thick 

enough to allow room for a doping site, set to a slab thickness of 8.003 Å. Figure 16 

shows a doped-α-Fe2O3 (001) surface model doped with different transition metals.  
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Figure 16: α-Fe2O3 (001) surface doped with (A) Cu, (B) Ti, (C) Ni and (D) Mn 

 

Figure17 depicts α-Fe2O3 surface structure in the direction (101), doped with various 

transition metals. The surface thickness was set to 8.624 Å, to at least have iron atoms 

remaining, after the substitution of the dopants. The vacuum thickness chosen to be 

9,17 Å, to restrict the atoms from being close to one another, and allowed more doping 

regions exposed. The surface consists of eight iron (Fe) atoms and 12 oxygen (O) 

atoms. The doping model for the (001) and (101) α-Fe2O3 surfaces was created by 

substituting one atom of iron (Fe) with a single dopant (Cu, Ti Ni, or Mn) atom per 

surface.  
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Figure 17: α-Fe2O3 (101) surface doped with (A) Cu, (B) Ti, (C) Ni and (D) Mn. 
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Table 2: Relaxation energies of the dopants, undoped α-Fe2O3 (001) and (101) and 

surfaces and doped α-Fe2O3 (001) and (101) surfaces 

System Energy(surface) 

(eV) 

Energy(atom)  

(eV) 

Energy(surf+atom) 

(eV) of α-Fe2O3 

 

Pure α-Fe2O3 (001) 

 

-9117.648 

  

Pure α-Fe2O3 (101) -6076.842   

Cu  -608.512  

Ti  -738.571  

Ni  -3088.792  

Mn  -7001.041  

Cu-α-Fe2O3 (001)   -9727.327 

Ti-α-Fe2O3 (001)   -9860.160 

Ni-α-Fe2O3 (001)   -12210.637 

Mn-α-Fe2O3 (001)   -16122.152 

Cu-α-Fe2O3 (101)   -6687.760 

Ti-α-Fe2O3 (101)   -6819.618 

Ni-α-Fe2O3 (101)   -9168.316 

Mn-α-Fe2O3 (101)   -13081.925 

 

 

 

4.3.1 Electronic properties for α-Fe2O3 surface (001) 

Figure 18 illustrates the estimated band structure and density of states (DOS) for an 

undoped α-Fe2O3 (001) surface. The electronic band structure, like the bulk structure, 

has a 1.61 eV band gap, the VBM is dominated by the O-2p and minor Fe-3d states 

at the lower energy level while the Fe-3d states are dominant in CBM at different 

energy levels, which is consistent with previous first-principles calculations [43]. The 

DOS plot confirms that the surface is an n-type semiconductor because the band gap 

is found at the lower energy level. Elemental doping as confirmed by the literature will 

likely modify the energy gap of the surface. 
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Figure 18: Undoped α-Fe2O3 (001) surface band structure and DOS plot. 

Figure 19 plots the band structure and density of states (DOS) to show how copper 

affects the electronic characteristics of the surface (001). At various energy levels, the 

plot depicts a succession of DOS peaks caused by O-2p, Cu-3d, and Fe-3d.

 

Figure 19: Cu-doped- α-Fe2O3 (001) surface band structure and DOS plot. 
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When Cu is used to substitute for an iron atom, the Fermi level for Cu-doped hematite 

enters the conduction bands after Cu-3d orbitals are instigated in the conduction band 

minimum (CBM) of hematite and move the band gap to a lower energy level. In the 

valence band, the O-2p states also extends to a lower energy and has a high 

hybridization with the Cu-3d and Fe-3d states. The O-2p states are dominant within 

the valence band, which, according to Nelson et al. [42], suggest that α-Fe2O3 is an 

O-2p - Fe-3d charge transfer. In addition, at energy around -0.6 eV near the Fermi 

level, the hybridization in the CB is mainly with contributed Fe-3d states and minority 

of O-2p and evidence of Cu-3d density of state at very low energy. The structure has 

resulted in a band gap of 1.41 eV, which is narrower than that of the undoped surface 

in Figure 18. The band gap has narrowed from 1.61 eV to 1.41 eV. The results of 

previous experimental studies state that a reduced band gap may lead to a low rate of 

charge recombination and a more absorbing surface [27] [26]. Cu–O bonding suggests 

the formation of an intermediate or solid solution state that can modify the inherent 

absorption peak of α-Fe2O3. Dopingα-Fe2O3 (001) surface with Cu influences the 

narrowing of the band gap due to the down shift of the CBM edge.  

 

Figure 20: PDOS for Cu-doped- α-Fe2O3 (001) surface. 
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The trend for Cu doped α-Fe2O3 can be further characterized from the partial density 

of states (PDOS) plot shown in Figure 20. We considered the last two states in the 

atomic configuration for each atom involved for Cu-doped α-Fe2O3 surface, where Cu 

is 3d104s1, O is 2s22p4 and 3d24s2 for Fe. Evidence from the graph indicates that in the 

conduction band at the very lowest density of states in the energy range from 5 to 8 

eV there is an appearance of Cu-4s and Fe-4s and a slight sign of O-2s also in the 

conduction band on energy range from 0.5 to 3 eV. Hybridization between Fe-3d, O-

2p and Cu-3d resulted in sates in the valence band near the fermi level. The presence 

of Cu-3d states in the valence is the reason we have a reduced band gap. Meng et al. 

showed that doping α-Fe2O3 with Cu can reduce the band gap from 2.06 eV to 1.37 

eV [46], so these results are consistent with our findings. A band gap of 1.41 eV, which 

is much lower than that of a pure surface, will also increase the photon energy 

absorption. 

Doping with Ti donates electrons in the conduction band as observed from the band 

structure plot in Figure 21. The CBM is modified by the Ti-3d orbitals and spreads out 

more compared to the undoped α-Fe2O3 surface. The CBM of Ti-doped hematite (001) 

shift toward the valence band and decrease, resulting 1.55 eV as the new value of the 

energy gap.  

 

 

Figure 21: Band structure and DOS for Ti-doped- α-Fe2O3 (001) surface. 



51 | P a g e  
 

Due to this significant shift, the peak position of Ti-3d DOS moves towards high energy 

level. A conduction band full of delocalized states will also perform an increase 

electrical conductivity. When Pan et al. [83] added the impurities of Ti in pure α-Fe2O3, 

they observed feature that are similar and speculated that the CBM’s delocalization 

indicated enhanced carrier transport in the system due to a reduced electron mass, as 

inferred by the wavy structure of the CBM. As a result, the excited electrons would be 

able to migrate to the surface and be involved in the reduction-oxidation reaction, 

which is consistent with the experiment's increased conductivity. [84][83]. This means 

Ti-doping could have added conduction electrons, which will comprehend a faster rate 

of electron transportation. The PDOS for Ti-doped α-Fe2O3 (001) surface in Figure 22 

shows that the Ti-3d states dominate the conduction band, therefore the band gap has 

changed to the lowest energy level. The hybridization from mostly Ti-3d states, with 

minimal Fe-3d and O-2p states, makes up the conduction band. 

 

Figure 22: PDOS for Ti-doped- α-Fe2O3 (001) surface. 
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There is also evidence of Ti-4s in the energy range of 7 to 10 eV, though at a very low 

density of states, we could then say that the CBM is modified by the 3d and 4s orbitals 

of Ti and Because of the dispersive properties exhibited by Ti in the band, electrons 

should have a reduced effective mass, Snir et al. [78], also stated that doping α-Fe2O3 

with Ti generates excess electrons. The Ti dopant within α-Fe2O3 substitutes Fe+3 with 

Ti+4, thus there is an excess electron for every Ti element to compensate for the 

charge, hence improved electrical conductivity. 

For nickel doped α-Fe2O3 (001) surface, the optical band gap has been found to be 

1.31 eV, which shows an obvious band gap narrowing. Figure 23 shows the band 

structure and DOS plot of the Ni-doped hematite surface (001) to investigate its 

electronic properties. The DOS indicates that the introduction of Ni-3d states has 

resulted in a concentration of electrons; this is indicated by the hybridization of the Fe-

3d, Ni-3d, and O-2p sates showing a higher density of states in the conduction band 

compared to the valence band. Moreover, the valence band maximum has shifted to 

a higher energy level.  

 

Figure 23: Ni-doped- α-Fe2O3 (001) surface band structure and DOS plot. 

 

Doping with Ti and Cu has thus far shown that the valence and conduction band edges 

are modified; on the other hand, the mechanism of Ni-doped hematite is reported by 
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Huda et al. [44], the findings imply that doping Ni lowers volume in a consistent 

manner. Because the mobility of tiny polarons limits the transport characteristics of α-

Fe2O3, changes in volume may modify the electrical conductivity by changing the 

hopping probability. The substantial localization of Ni-d orbitals was shown to be 

connected to volume decrease for Ni substitution, which is consistent with the fact that 

the d orbitals get increasingly localized from Sc to Ni, recent experiments and theory 

also showed similar behavior [44], [85]. 

 

 

Figure 24: PDOS plot for Ni-doped- α-Fe2O3 surface (001). 

 

According to the partial density of states (PDOS) analysis in Figure 24, the Ni-3d 

orbitals are mainly dominant in the valence band with the highest peak from energy – 

2 eV to -0.2 eV. As evident from Figures 23 and 24, doping Ni has shifted the band 
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gap to a higher energy level when compared to a pure surface; in other words, this 

also influences the surface structure. Suman et al. [86] also stated that Because Ni2+ 

ions produce a charge imbalance in the host lattice, doping α-Fe2O3 with Ni has an 

effect on the physical and chemical properties. As a result, a change from Fe3+ to Fe2+ 

happens to maintain charge neutrality, resulting in structural disorder or flaws. The 

electronic characteristics of Ni-doped α-Fe2O3 nanostructures will be influenced by 

these lattice defects, as well as the structural and optical features. 

 

Figure 25: Mn-doped- α-Fe2O3 (001) surface band structure and DOS plot. 
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Figure 26:PDOS for Mn-doped- α-Fe2O3 (001) surface. 

 

To explain the effect of Mn doped on α-Fe2O3 (001) surface, the band structure and 

density of states are shown in Figure 26. First, we compare the changes of the DOS 

of the surface before and after doping, and we observe that the DOS of system after 

doping with Mn are slightly changed. The Fe-3d orbital peaks in the fermi level as 

before, however, since the energy band gap shifted to a much higher energy level, we 

no longer observe the multiple major peaks in both bands, similarly with the O-2p, it is 

only observed in the valence band and near the Fermi level (Figures 25 and 26). As 

seen in Figure 25, the band gap has reduced from 1.66 to 1.3 eV. It is most obvious 

that introducing Mn-3d orbital has impacted the band structure of the surface. In 

addition, the Mn-3d orbitals at 2.5 eV disappear as observed in Figure 26. Based on 

the above analysis, Mn doping can significantly lead to a surface with a great electrical 

conductivity; this, according to Lyu et al. [73], a narrower band gap, will promote the 

separation of hole and electron in the band gap. 
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Due to the symmetry break in the crystal potential field, doping (001) surface with Cu, 

Ti, Ni, and Mn has enlarged the energy range of the conduction band and generates 

a split in Fe-3d and O-2p orbitals energy. Table 3 lists the details of the change in band 

gap of the doped α-Fe2O3 (001) surface. The adsorption energy conveys the binding 

ability of the atom. The adsorption energies of the Cu, Ti, Ni, and Mn doped α-Fe2O3 

(001) surface are given by equation 35 and the results are listed in Table 3. 

Table 3: The energy band gap, and adsorption energies for doped and pure α-Fe2O3 

(001) surface. 

Dopant Band gap (𝐸𝑔) 𝑒𝑉 Adsorption energy ((𝐸𝑎𝑑) 𝑒𝑉 

Cu 1.41 1.167 

Ti 1.55 3.941 

Ni 1.31 4.197 

Mn 1.30 3.463 

Pure 1.61 0 

 

The adsorption energies of the four adsorption models are all positive, indicating that 

each doped system is spontaneously adsorbed. The absolute value of the the 

adsorption energy of Ni-doped α-Fe2O3 system is greater than that of the other doped 

surfaces, which means that the adsorption of Ni will release more energy. The 

conclusion is that the Ni molecule is more likely to adsorb on the α-Fe2O3 (001) 

surface.  

4.3.2 Optical properties for α-Fe2O3 (001) surface  

Because α-Fe2O3 is a potential photocatalyst, it's crucial to figure out how photons 

interact with the compensated Cu, Ti, Ni, and Mn in the -Fe2O3 (001) surface. 

Furthermore, the absorption property study is a precise complement to the electrical 

structure. Enhancement of these optical properties by element doping will ensure a 

successful photocatalytic performance of α-Fe2O3 under visible light region. Narrow-

bandgap semiconductors have a higher optical absorption capability than wide-

bandgap semiconductors, making them more prone to efficiently harvesting low-

energy photons.  
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The ability to predict optical characteristics aids in our understanding of how optical 

photons interact with electrons in doped and undoped α-Fe2O3. Figure 27 shows the 

dielectric function of hematite (001) surface doped with various metals. The optical 

dielectric interbond transitions from the occupied band to the partially filled band. The 

energies of the dielectric interbond transitions thus reveal insight into the electronic 

band structure, as defined by Equation 36. The variation of ε1(ω) and ε2(ω) against 

frequency is observed for all doped (001) surfaces. It can be seen from Figure 27 that 

the dielectric constant for both the imaginary and real parts gradually decrease with 

increasing frequency. In the range of 10 to 40 eV, we observe a constant dielectric 

function, and it is maintained throughout, this trend shows that at higher frequencies 

all the systems remain constant. Based on Maxwell-Wagner and Koop’s theories [86], 

the drop in the dielectric constant can be attributed to grain-boundaries at low 

frequencies, whereas the grain becomes successful at inflated frequencies, and the 

graph exhibits practically straight-line behavior in this range. 
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Figure 27: Dielectric function for undoped and doped α-Fe2O3 (001) surface. 

 

Absorption coefficient 𝛼(𝜔) defined in Equation (38) gives information about the solar 

energy conversion of material and how far light of specific wavelength can penetrate 

the material before is being absorbed. Transition metal dopants, which may create 

additional states, have been explored to modify the electronic structure of α-Fe2O3 to 

subsequently improve light absorption under visible light. Figure 28 shows the 

absorption spectra of undoped and metals doped α-Fe2O3 (001) surface. Here, we 

observe that the four doped surfaces can strongly respond to the UV light region and 

have weak absorption activity in the visible light region. However, with that observed, 

when comparing the undoped and doped surfaces in the visible region (400- 700 nm) 
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shown in Figure 26, it is evident that Mn-doped-α-Fe2O3 (001) surface shows a broad 

absorption coefficient with a peak of ~10x104 cm-1 at wavelength ~500 nm. 

 

 

Figure 28: Optical absorption spectra of undoped α-Fe2O3 (001) surface compared 

with Cu, Ti, Ni and Mn-doped surfaces. 

 

 At wavelengths 400 to 700 nm, the undoped surface again shows the lowest 

absorption in the visible light compared to the doped surfaces. Research has 

suggested that photons with wavelengths around 550 nm are absorbed via indirect 

transitions (Fe-3d Fe-3d), which are not particularly absorptive in visible light [83]. The 

optical absorption coefficient of the doped surface does not considerably improve to a 

higher value in the visible range when these dopants are used (400-700 nm); however, 
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the doped surface in Figure 28 exhibits a better absorptive coefficient at wavelength 

400 nm than the undoped surface with manganese being the most efficient, followed 

by nickel, copper and then titanium at 450 nm. The Cu-doped absorption spectra is at 

a peak with an absorption coefficient ~7.2x104 cm-1
. Also, we observe that Ni absorb 

better in visible region with an absorption coefficient of ~8x104 cm 1. In terms of 

electronic qualities, past research has shown that a reduced band gap provides a 

major benefit for effective optical absorption and, as a result, greater solar cell 

efficiency [87], and our results show a similar trend. Moreover, we can observe this 

from Figures 19-25, the reduction of the energy band gap suggests a faster velocity of 

photo-generated hole, and due to this, more photons in the solar spectrum can be 

absorbed, which is confirmed by the literature [83]. 

The absorption spectra of the pure hematite and Ni doped α-Fe2O3 surface are 

representative transition-metal oxide with strong electron correlation, resulting in 

complex electronic structures and rich optical properties. Ying Lui et al. stated that 

experimentally the photoelectrochemical response of Ni-doped hematite shows 

effectiveness for the photo-splitting of water and the doping level affects the 

photocatalytic activity of thin films [88]. Here in Figure 28, Ni – doped α-Fe2O3 surface 

(001), shows a broad absorption in the region (50-300) nm known as the UV region. 

The peaks at 50 nm and 200 nm may be associated with 3d orbitals near the Fermi 

level as seen in figure 26 for the other dopants. Upon doping Ni, the band gap is slightly 

reduced; this occurrence suggests that there is an opportunity for increased photon 

absorption, and this was previously confirmed both theoretically and experimentally  

[73].  

Transition metals, according to Yin et al. [89] are cation substitutes for Fe atoms that 

have a smaller or higher ionic radius than the host Fe atoms. The ionic radius variation 

would give in variances in coupling between neighboring atoms, which would likely 

increase the light sensitivity. Mn and Ni doping shows the narrowest band gap 

compared to Ti and Cu, hence, in the visible light spectrum, they have a high 

absorption. 
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Figure 29: Conductivity of Ti -, Cu-, Ni- and Mn-doped α-Fe2O3 compared with 

undoped α-Fe2O3 (001) surface. 

 

Pure hematite has been reported to have poor conductivity [43], therefore, after 

doping, we calculated and analyzed whether there has been any improvement in terms 

of conductivity. However, due to the re-orientation of atoms and surface thickness 

during cleaving, the conductivity of a bulk could be more than that of a surface; hence 

our interest is comparing the conductivity of the undoped with the doped surfaces. 

Figure 29 displays the conductivity plots for doped copper-, titanium-, nickel-, and 

manganese-doped hematite (001) surfaces compared with undoped hematite surface. 

The graphs depict the two parts of the spectra, one part representing the real part of 

conductivity and the other representing imaginary part of conductivity. In the visible 

region (400 – 700 nm), manganese doped surface shows to have the highest peak on 

both the real and imaginary parts of the conducting spectrum, followed by Ni, Cu and 

then Ti. At this region we observe an improved conducting surface when modified by 
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elemental doping. We also observe some response in the UV region at wavelength 

200 nm from Cu- and Ni-doped surfaces. 

At wavelengths 400 nm to 1000 nm, titanium displays a great increase in conductivity. 

The visible light regions on the real part of the spectra shows that after doping with Ti 

there is an improved conductivity compared to the undoped surface. This kind of 

transformation of optical conductivity correlates to the findings on the partial density of 

states in Figure 21, showing that the Ti-3d states are a major contributor in the 

conduction band which initially was occupied by minor Fe-3d states. According to the 

theory, electrons in all states belonging to unoccupied zones can contribute to the 

electric current; thus, d and s electrons must be categorized as conductivity electrons 

[90].  Because the vacant d states are important for ferromagnetism and there is a 

direct relationship between magnetic characteristics and electrical conductivity, 

conduction electrons may make Ti-3d to the unoccupied d states. As a result, we 

believe that the 3d orbitals created by titanium doping are likely to boost PEC activity 

by increasing electrical conductivity in the visible light area.  

Although the Cu-doped surface follows the trend of the 3d states, in Figure 19, the Fe-

3d states occupy the conduction band more compared to the Cu-3d states, and this 

could be the possible reason why some parts along the wavelength of the undoped 

(001) surface are greater than the doped (001) surface. Huda et al. used the LSDA+U 

method to investigate the electrical structure of the 3d transition metal inserted α-

Fe2O3. According to the results of this research, using Ti would result in the largest 

gain in electrical conductivity [44].  

Nickel is a group VIII element and literature shows that Ni is not widely studied as a 

dopant for α-Fe2O3. However, experiments indicated that substituting Fe3+ with Ni2+ 

increased the carrier density of hematite nanoparticles and hence improved the 

conductivity [91]. The introduction of Ni as a dopant has a greater influence on the 

carriers with low energy, resulting in a sharp conducting surface in the visible light 

region. According to DFT calculations and previous theoretical work, Ni atoms provide 

another transfer path for photocarriers, which is more conductive than in the pristine 

band, as its transitions are permitted [92]. 

Manganese oxides have been widely employed as electrocatalysts for water oxidation 

and fuel cell applications [16], but manganese as a suitable dopant, particularly as a 
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dopant in hematite, has not been thoroughly investigated. Mn is an attractive dopant 

in -Fe2O3 due to its atomic radius and the multivalent nature of Mn ions. Because Mn 

is close to Fe on the periodic table, its atomic radius is quite similar to the radius of Fe, 

and so the crystal structure of α-Fe2O3 will not be much distorted. Mn is also a potential 

p- or n-type dopant for α-Fe2O3 because it can exist as Mn2+ and Mn4+ ions. Mn doping 

was also expected to produce energy levels within the α-Fe2O3 band gap, which could 

be useful for modifying electrical conductivity. [16]. From the analysis of the electronic 

band structure of Mn doped α-Fe2O3 in Figure 25, the valence band is dominated by 

the Mn-3d states and this could mean that during charge transport we may have a 

very low rate of charge recombination since Mn can exist as Mn2+ and Mn4+ ions.  This 

suggests why we observe a greater conductivity of Mn-doped α-Fe2O3 in the visible 

light region (400- 700 nm). Experiments indicated that as the Mn-content increases in 

the hematite solid solution, the number of pairs of (Fe2+, Fe3+) and (Mn2+, Mn3+) in the 

solid solution increases, which changes the conductivity of the solid solution [93]. 

From wavelengths 600 -1000 nm on the imaginary parts of the spectra in Figure 29, 

we observe a decrease in the conductivity, hence an increase in the real part of the 

spectra within the same region of the wavelength and following this trend we therefore 

suggest that the imaginary part of the graph shows the part where the surface is not 

conducting. 

4.4 α-Fe2O3 (101) surface 

4.4.1 Electronic properties for α-Fe2O3 (101) surface. 

In Figure 30, the calculated band structure shows that the pure α-Fe2O3 (101) surface 

has a band gap of 1.72 eV. The density of states shows that the VBM is filled with Fe-

3d and O-2p orbitals, while the CBM is mainly empty Fe-3d states, and contributing 

O-2p states same as in the bulk hematite system; hence this is consistent with 

previous predictions [43].  
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Figure 30:Undoped α-Fe2O3 (101) surface electronic band and DOS plot. 

 

The absorption of incident photons, the generation of electron–hole pairs, the 

migration of carriers, and the redox capability of excited-state electrons and holes are 

all determined by the energy band-edge structure of a semiconductor; thus, the effect 

of doping on electronic properties of α-Fe2O3 (101) surface is discussed in this section. 

According to Simfukwe et al., narrow band gap semiconductors with good optical 

absorption capabilities are more likely to harvest low-energy photons efficiently [27]. 
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Figure 31: Cu-doped α-Fe2O3 (101) surface band structure and DOS plot. 

Figure 31 depicts the electronic band structure for Cu-doped α-Fe2O3 surface (101) 

and the density of states.  Cu-3d states are introduced in the valence band, leading to 

the substantial reduction of the band gap to a size of 1.33 eV.  Cu-3d states are 

observed in the valence band, responsible for narrowing the band gap by 0.39 eV. The 

conduction band, however, shows a very low energy of the DOS at the conduction 

band. At around – 2 eV, we observe that the Cu 3d electrons have shifted the Fe-3d 

states a little to a higher energy level and resulted in a peak in that energy level. With 

very little evidence of O-2p states from energy 4 eV to 16 eV, we can affirm that the 

hybridization on this band is linking the O-2p and Fe-3d states. More photons in the 

sun spectrum can be absorbed due to a narrow band gap [83],[94]. 
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Figure 32: Ti-doped α-Fe2O3 (101) surface band structure and DOS plot. 

For the Ti-doped α-Fe2O3 (101) surface, the 3d states of the substituted titanium 

contribute to the reduction of the band gap of 1.08 eV, as shown on the electronic 

band structure in Figure 32. The DOS plot indicates that Ti 3d states are contributing 

to the conduction band, and thus may be the reason for the narrow and gap. On the 

other hand, Ti modifies the CBM by introducing the Ti 3d state to the empty states of 

Fe-3d, shifting the CMB edge towards the valence band. The characters of the DOS 

plot of Ti-doped (101) surface show that O-2p states are the main contributors in the 

VB with characters of Fe-3d states at the lowest energy level; while the CB depicts 

mainly the Fe-3d states exhibiting the highest energy of the density of states and minor 

peak of Ti 3d state at energy of 3 eV. A narrow band reduces a pathway for excited 

charges; through the intermediate level in the band gap, electrons in the valence band 

edge can be excited by the low-energy photons to the conduction band edge. Thus, 

α-Fe2O3 with Ti is expected to generate more electron–hole pairs than the undoped 

hematite surface. In addition, the narrower gap (1.08 eV) also contributes to the 

enhancement of the carrier concentration. In summary, the enhancement of carrier 
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concentration is a primary reason for a better photocatalytic performance, which is 

confirmed by experiments [95]. 

The ionic radii of the first-row transition metal cations are comparable to those of Fe, 

but they have a different number of 3d electrons, resulting in distinct stable oxidation 

states [96]. Figure 33 shows the computed band structure and DOS for Ni-doped α-

Fe2O3 (101) surface. The calculations follow similar trend as of the Cu and Ti doped 

surfaces, all of which result in a narrow band gap. The Ni-doped (101) surface gives 

a calculated band gap of 1.18 eV; however, the Ni-3d orbitals are observed to be 

contributing minority states on both the valence and conduction bands. 

 

Figure 33: Ni-doped α-Fe2O3 (101) surface band structure and DOS plot. 

 

The occupied states around the Fermi energy are of mixed Fe-3d and O-2p character, 

whereas most Ni-3d states are just below the Fermi level at an approximated energy 

of -1 eV. Notably, the Fermi level is found within the valence band, which may be due 

to a down shift of the conduction band edge. For the Ni-doped hematite surface, we 

observe a peak of Fe-3d electrons which appears right between energy 3 to -3 eV, 
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and it is the major contributor at this level. The signal indicates that Fe2+ cations with 

one minority spin of a 3d electron occur because of Ni4+ cation replacement. The DOS 

of Ni demonstrates that majority states in the VB are more occupied than minority 

states in the CB, which are partially filled. The trend of these results is similar with prior 

work on a transition metal-doped hematite by Velev et al. using the local density 

approximation (LDA) +U approach on a transition metal-doped hematite [97]. 

 

 

Figure 34: Mn-doped α-Fe2O3 (101) surface band structure and DOS plot. 

 

The effect of Mn doping on hematite is investigated and results in a narrowed band 

gap. In simplified details, according to the DOS analysis in Figure 34, Mn modifies the 

VBM by introducing the 3d state to the empty states of Fe-3d, shifting toward the 

conduction band. However, the Mn, 3d states do not contribute much to the CB. The 

electronic band structure gives a band gap of 1.25 eV, which shows a major peak at 

the Fermi level contributed by the O-2p, Fe-3d, and Mn-3d states. 
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Table 4 summarizes the energy band gap and the adsorption energies (calculated 

using Equation 35) of the pure and doped α-Fe2O3 (101) surface. All the results show 

a positive adsorption value, suggesting stable doping of the doped atoms into α-Fe2O3 

(101) surface. 

Table 4: The energy band gap, and adsorption energies for doped and undoped α-

Fe2O3 (101) surface. 

Dopant Band gap (𝐸𝑔) 𝑒𝑉 Adsorption energy ((𝐸𝑎𝑑) 𝑒𝑉 

Cu 1.33 2.406 

Ti 1.08 4.205 

Ni 1.29 2.682 

Mn 1.25 4.042 

Pure 1.72 0 

 

The calculated adsorption energies indicate that Ti-doped α-Fe2O3 (101) surface with 

energy 4.205 eV is greater than the other systems. This implies that the Ti metal reacts 

more strongly to α-Fe2O3 (101) than the other transition metals. 

 

4.4.2 Optical properties for α-Fe2O3 (101) surface 

Figure 35 shows the dielectric function against frequency for all the doped systems 

and the undoped surface. We observe that real partε1(ω) and imaginary part ε2(ω) 

rapidly decrease with increasing frequency and then remains almost constant at higher 

frequencies for all doped surfaces. The real part shows that the first energy peaks at 

about 4 to 5 eV belong to the electronic transition from Fe 3d to O-2p at the conduction 

band and valence band. This was observed from all band structures (Figures 31 – 34) 

where O-2p dominates the VB and a transition, and CB is dominated by Fe-3d, this is 

also confirmed by previous work [86]. 
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Figure 35: Dielectric function for undoped and doped α-Fe2O3 (101) surface. 

 

We also plotted the absorption and conductivity spectrum as a function of the 

wavelength for copper, nickel, titanium, and manganese doped α-Fe2O3 (101) 

surfaces (101) compared to undoped α-Fe2O3 surface (101) as shown in Figures 36 

and 37, respectively. As previously stated, the absorption coefficient 𝛼(𝜔) is derived 

through the dielectric function.  

Figure 36 shows Ni-, Ti- and Mn-doped α-Fe2O3 surface (101) depicting peaks with 

the highest absorptive coefficient in the UV region at wavelength 200 nm and the 

lowest absorption in the visible light region. Thus, the surfaces are more absorptive in 

the UV region than in the visible light region when compared to the undoped surface. 

However, at wavelengths 300 to 450 nm, Ni and Mn display much more absorptive 

coefficients when compared to the pure surface, while Ti responds very weakly, being 
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the least absorbing surface. From 450 to 800 nm, the undoped surface is slightly more 

than the other doped surface except Cu-doped surface. 

 

Figure 36: Optical Absorption spectra of pure α-Fe2O3 (101) surface compared with 
Cu-, Ti-, Ni- and Mn-doped surfaces. 

 

A semiconductor with a narrow band gap is expected to absorb more photons in the 

visible region than that of wider band gap, hence it exhibits a much greater absorption 

coefficient in this region [44]. Ti-doped α-Fe2O3 (101) has the narrowest band gap 

compared to the pure surface. On the contrary, Ti doped displays the lowest 

absorption coefficient in the visible region, this could possibly be a reason suggested 

by Pan et al., stating that the indirect transitions (Fe-3d ~ Fe-3d), are not strongly 

absorptive in visible light range [83]. Evidence from the surface band structure in 

Figures 30-33 show that the edge of the VBM is dominated by the Fe 3d electron; 

therefore, even with the narrowest band gap these surfaces may not convey a higher 

absorptive coefficient due to this possible reason. 

Meanwhile, the Cu-doped α-Fe2O3 surface is responding in both the UV and visible 

light region, showing the highest peak at wavelength 200 nm and 400 nm. Cu-doped 
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surface exhibits the greatest absorption coefficient throughout the whole targeted 

visible light region spectrum.  

 

The real and imaginary parts of the conductivity against wavelength are shown in 

Figure 37. The real part gives information about how much a material can conduct due 

to the electric field created by excited electrons in a semiconductor [90],[50]. 

 

 

Figure 37: Conductivity of Ti-, Cu-, Ni- and Mn-doped α-Fe2O3 vs undoped α-Fe2O3 
(101) surface. 

 

The real part of the conductivity shows that the Cu-doped α-Fe2O3 surface exhibits a 

higher conductivity; this is in relation with the fact that the Cu-doped α-Fe2O3 (101) 

surface sets off a higher coefficient of absorption and due to an increase in electron 

carrier concentration, the surface is likely to display a faster rate of flow of charge and 
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hence set high the conductivity. The other doped α-Fe2O3 (101) surfaces, show the 

highest peaks in the UV region more than the undoped surface at wavelength 200 nm. 

Nickel becomes the second conducting surface in the visible light region (400-700 nm). 

While manganese- and titanium-doped α-Fe2O3 (101) surfaces, also conduct in the in 

visible light region only at wavelengths 400 nm to 600 nm after the undoped surface.  
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5. Conclusion 

This study focused on enhancing the photocatalytic properties α-Fe2O3 by improving 

the optical properties of α-Fe2O3 through doping with transition metals.  

Using first-principles computational approach, we explored the electronic and optical 

properties of two optimized hematite (001) and (101) surfaces doped with Cu, Ti, Ni 

and Mn. DFT and DFT+U methods were used in this study to carry out the objectives 

of the study. DFT+U gave a reasonable prediction of the electronic properties than 

DFT, while DFT was proficient in the optical properties of bulk α-Fe2O3, thus for surface 

calculations DFT was adopted since the study aimed at improving the photocatalytic 

activities of α-Fe2O3. 

Electronic and optical properties for doped and undoped α-Fe2O3 (001), were 

investigated using DFT for water-splitting solar cells. The results confirm that the pure 

surfaces of hematite exhibit weak optical properties while and thedoping with transition 

metals slightly improved the optical properties of α-Fe2O3, this is observed by 

comparing the absorbance spectra for doped and undoped surfaces. For the doped α-

Fe2O3 (001) surface, calculations show that all doped surfaces absorb more in the UV 

region than in the visible region, with that stated, Mn-doped α-Fe2O3 set out a great 

improvement in the absorption coefficient in the visible region than the other surfaces, 

including the undoped surface owing to its narrow energy band gap of 1.3 eV. 

Furthermore, Mn is also found to have enhanced the conductivity of α-Fe2O3 as it 

constituted the proficient conducting surface followed by Ni. Calculations on the 

absorption and conductivity of the Fe2O3 (101) surface show that Cu is the most 

efficient dopant to improve visible light absorption; it showed to have a great influence 

in the absorption property of Fe2O3 (101) surface.  

In summary, the performance of Cu-, Ti-, Ni-, and Mn-doped hematite is investigated 

to improve optical absorption and conductivity using DFT calculations. The results 

suggest that doping Cu, Ti, Ni, and Mn can effectively reduce the band gap and change 

surface properties, leading to an excellent absorption property in the visible region. On 

both (001) and (101) surfaces, we observed similar characteristics, for example, 3d 

orbitals of transition metals can increase the charge carrier density and thus, improve 

the electrical conductivity of α-Fe2O3. Furthermore, one of the shortcomings faced by 

α-Fe2O3 to realize spontaneous hydrogen production in visible light driven by PEC 
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water splitting is low optical absorption due to the indirect band gap, the results of this 

study show to have addressed the drawback of low absorption coefficient in α-Fe2O3. 
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