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Abstract
The price of a single share of a collection of sell-able shares, options, or other fi-
nancial assets, shall be the price of a share price. The share price is unpredictable
since it primarily depends on buyers’ and sellers’ expectations. Share is a primary
and secondary market equity security. In this study we will use machine learning
techniques to predict the share price for increasing market efficiency. In addition, it
is important for us to build a models to create appropriate features to improve the
performance of the models. The random forest and the recurrent neural network
will be used to achieve this. To fix class imbalance, we analyse preprocessing of
the data set, like the selection of the features using filter and wrapper methods and
selected oversampling techniques. The model’s performance will be evaluated us-
ing Mean absolute error (MAE), Mean square error (MSE), Root mean square error
(RMSE), Relative MAE (rMAE), and Relative RMSE (rRMSE). The performance of
the RNN and Rf algorithms was compared for the prediction of the closing price.
The Rf model was found to be the best model for predicting the stock price (clos-
ing price). This research project together with its findings will have an impact in
increasing market efficiency. This will also promote potential economic growth.

Keywords: Lasso, Market efficiency, Prediction, Random forest, Share price.
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Chapter 1

Introduction

1.1 Background

1.1.1 Share Price

The price of a single share of a collection of sell-able shares, options, or other finan-
cial assets, shall be the price of a share price. Publicly traded corporations’ share
prices depend on market demand and market supply. The share price is unpre-
dictable, since it primarily depends on buyers’ and sellers’ expectations [25]. We
then have the stock price, which is in the simplest terms is, the largest amount, or
the smallest amount that anyone is willing to pay for the stock.

The maximization of shareholder capital commonly structured is a financial prior-
ity of the company, as expressed in the market value of shares of the company. In
the end, the income of a company is the key determining factor in its share price.
Earnings provide a calculation of the increase in the value over a period of time
between the company and common shareholders [7]. Share is a primary and sec-
ondary market equity security [7].

1.1.2 Stock Market

A stock market is an open market for a company to list its securities and to gain
financial resources by selling its stock at the agreed amount. The stock holder is
entitled in exchange to an annual profit dividend or bonus. Stock holders can also
exchange the stock at an agreed price on the stock market if they wish to gain from
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the difference in the price of buying-and-selling operations [37].

Predictions on the stock market are very hard. This is partly due to the complexities
associated with the business activity. Several variables, including political develop-
ments, economic conditions and aspirations of traders, interfere in the stock mar-
ket. Therefore, it is very difficult to forecast stock price fluctuations [5]. The efficient
market hypothesis suggests all available information is completely expressed in the
current market price. The stock prices are expected to follow a random trend and
current value is the best bet for the next price, since news is random unpredictable
in nature and is currently unknown [30].

The ability to predict the course and not necessarily the value of potential stock
prices is the secret to making financial predictions of capital. Each investor must
know that the anticipated course of the stock is the buying or selling decisions.
Studies also found that value-based forecasts would yield higher profits [5].

Throughout finance research, one of two explanatory variables, fundamental anal-
ysis and technical analysis, usually associated with the estimation of stock prices.
The forecasters often employ strategies from both groups to boost prediction effi-
ciency at the same time. In addition, there are various time series foreseeing math-
ematical models using fundamental and technical research variables suggested by
academics [14].

Figure 1.1 illustrates a diagrammatic representation of the processes and players on
the stock market. The diagram shows what processes are involved in buying and
selling, who is involved, current technologies, triggers to buy/ sell the instruments,
the final product i.e shares and issuing of share certificates.

• Institutions (“Buy Side” Fund Managers)
Institutions consist of fund managers, retail investors and institutional in-
vestors. These investment managers offer capital to companies which need
the money to develop and run their companies. Corporations in exchange for
their money give their debts or equities in the form of bonds and shares to
the institutions respectively.The two major player cycle in capital markets is
completed with the exchange of capital and debt or equity.
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FIGURE 1.1: Diagrammatic representation of the stock market.

• Investment Banks (“Sell Side”)
Investment banks are contracted as an intermediary to promote transactions
between companies and institutions. Investment banks are responsible for
linking institutional investors with companies based on perceptions of risk
and return and investment types. Investment banking careers include rigor-
ous financial modeling and valuation research.

• Hedge Fund & Pension Fund/Mutual Fund
The Hedge Fund Pension Fund/Mutual Fund, are major players, paying high
fees for the self-financing operations of investment banks.Both hedge funds
and mutual funds together generate 90% of the order flow from all exchanges
around the world. Mutual funds / mutual funds; their primary revenue is
generated from management fees, Spread & commission and financing activ-
ities.

• Stock Market Brokers( Retail Brokers)
Stock market brokers are part and parcel of a country’s investment scenario.
They not only make it possible for individual or institutional investors to buy
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and sell stocks in the stock markets, but also give customers valuable invest-
ment advisory service.

• Investors
An investor is an individual or another entity (for example a corporation or
mutual fund) that commits capital in order to receive financial returns. In-
vestors rely on various financial instruments to obtain a return rate and meet
essential financial goals, such as building retirement accounts, financing col-
lege education or simply accumulating more assets over time.

• Foreigners
Foreigners play the roles of both buying and selling of stocks. Within the cap-
ital markets of developing host countries, foreign investors played an increas-
ingly important role. While foreign investors carry large amounts of cash,
they only investment on those stocks, rather than on the market as a whole,
thanks to asymmetric knowledge and home distortion. The advantages of
foreign investment may therefore be restricted and there may be dispersal of
stock prices between favored foreign stocks and unfavoured foreign stocks
[13].

1.2 Research Aims and Objectives

1.2.1 Research Aims

The aim of the research project is to use random forest and recurrent neural net-
works to predict share price in order to increase market efficiency.

1.2.2 Objectives

The above aim(s) of this research project will be achieved through the following
objectives (goals):

• Build a model/s in order to create appropriate features to improve the perfor-
mance of the model(random forest and a neural network).

• To develop appropriate feature selection strategy in order to obtain accurate
predictions.
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• Develop accurate models and compare their performances.

1.3 Limitations

At this given time various limitations maybe en-counted. Considering the COVID-
19 pandemic, certain limitations and delays arose. There were delays in the execu-
tion of the project. Since the COVID-19 outbreak, schools promoted online learning.
It was not easy to carry out the project at home with no physical meetings with su-
pervisors and other external assistance. With limited access to resources to help
carry out the project, there where delays in the completion of the project as a whole.
Another limitation where having to test and compare the two models in the time
that was given. Nonetheless we completed the project in the given time frame and
carried it out accordingly.

1.4 Overview

The outline of the project is structured in the following way:

In Chapter 2, We explored previous literature on principles of machine learning and
also the review of studies using methods similar to those suggested. A theoretical
framework of the machine learning methods being used in this project is provided
in Chapter 3. Chapter 4 provides the overview of the project. The conclusion and
recommendation of the project are provided in Chapter 5.
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Chapter 2

Literature Review

Machine Learning (ML)

Machine learning(ML) is an Artificial Intelligence (AI) sub-field. The goal of ma-
chine learning is to understand the data structure [34] and fit that data into models
that humans can comprehend and use. ML is a field aimed at enabling machines to
intelligently learn and carry out duties. In order to achieve this objective, a number
of algorithms have been and remain in place over the years. These algorithms ex-
tract information insight into the modeling of a feature that can be used to forecast
fresh information outputs [29].

Although in computer science, machine learning is a field, it differs from traditional
approaches to computing. Algorithms in traditional computing are sets of specif-
ically programmed orders that computers used to calculate or resolve problems.
Instead of machine learning algorithms, computers can train on data inputs and
then use statistical analysis to deliver values in a specific range [34].

Machine learning algorithms are usually divided into 3 types, namely supervised
learning, where the form inputs and outputs are described by analysis. The main
aim is to establish a connection that can estimate the relation between variables of
input and output. Supervised learning is mostly used for classification of discrete
class labels and regression for continuous outcomes. The second type of learning is
unsupervised, in which the main aim is to examine the secret structure of the data
without prior knowledge of the group/data, in light of unlabelled information. The
third type is reinforcement learning, which is to build a system (agent), based on
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interactions with the environment, that improves its efficiency.

Predicting stock movements is a fascinating subject and researchers in various fields
are studied extensively. Machine learning has been widely studied for its potential
for financial market forecasting, a well developed algorithm in a wide variety of
applications [32].

2.1 Related work

By allowing for larger volumes of data to be processed by incredibly more smart
algorithms not used before, since the speed of processing them has been not, for
the time being, fast enough to deliver results for decision-making, but now it is suf-
ficiently easy to see the big data revolution better by looking at its impact on the
stock markets [20].

Predicting stock prices is incredibly difficult and frustrating, since prices just adjust
like a random walk and time varies.Stocks pursue a random and unexpected route,
according to random walk, making all methods of stock price prediction worthless
in the long run. Various analysts have used sophisticated stock market approaches
and techniques in trade decisions in recent years [31]. Many techniques for fore-
casting stock movements have been developed over the years. At first, standard
methods of regression were used for forecasting stock patterns [28]. Artificial neu-
ral network models are the most important nonlinear models that have been com-
monly used in financial markets in recent years and have shown desired results[12].
In most cases, artificial neural networks outperform regression approaches. Hill et
al. results on stock price prediction, for example, showed that this approach out-
performed other models [12].

Kumar et al. investigated the efficacy of the ARMA, RF, SVM, and artificial neu-
ral network methods in predicting the SP CNX NIFTY index rate, and compared
the functions of the three nonlinear models and one linear model. The results sug-
gested that the SVM may be able to provide more accurate results [23]. Zhang
used an SVM to forecast the Shanghai stock exchange price pattern, concluding that
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the SVM has a high prediction capability and that combining an SVM with intelli-
gent models produces even better outcomes than the model [44]. Kara et al. used
fuzzy neural network models and SVM to predict the course of Istanbul’s stock
price movement. The fuzzy neural network’s prediction score was 74.5 %, while
the SVM’s was 52.71%, indicating that the fuzzy neural network performed better
than the SVM [18].

Artificial Networks (ANN) and Support Vector Machine (SVM) are two algorithms
that are used most frequently to predict the transfer of stock and market price index.
ANN emulates how the brain functions to create a neural network. Whereby a SVM
is a highly different type of learning algorithm that is defined by decision-making
capability control, kernel function usage and solution shortages [28]. Random for-
est surpasses the other three prediction models on overall performance for the first
approach of input data where ten technical parameters are represented as contin-
uous values, according to the testing results. Experiments also reveal that when
these technical factors are provided as trend deterministic data, the performance of
all prediction models improves.

Kannan et al. used data mining to identify hidden trends in its investment decisions
from historic data that possibly predict. The forecasting of stocks is a daunting job
for the forecasts of financial time series [17]. On half of the stocks, the algorithm per-
formed well, while on the other half, it performed poorly. The algorithm predicted
both increases and decreases, but they didn’t happen very often. This algorithm
could be used as a buying or selling signal, or to back up a trader’s stock price pre-
dictions.

Sohangir et al. looked at how deep learning techniques like LSTM and CNN could
boost market prediction accuracy using public sentiments. Deep learning (CNN)
outperformed machine learning (ML) algorithms such as logistic regression and
Doc2vec, according to the findings of the report. As compared to auto-regressive in-
tegrated moving average and generalised auto-regressive conditional heteroscedas-
ticity, the simulation results showed that their proposed ensemble approach is more
appealing [35]. According to the findings, CNNs have significantly better accuracy
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than the other models. We can utilize CNN to extract the emotion of authors to-
wards stocks from their words based on our findings. Some members of the fi-
nancial social network have the ability to correctly predict the stock market. They
can predict future market movement by utilizing CNN to determine their emotion.
Abe et al. on the other hand, used a deep neural network approach to forecast stock
price and found that it was more effective than shallow neural networks [1]. Deep
neural networks outperform shallow neural networks in general, and the top net-
works exceed typical machine learning models, according to their findings. These
findings suggest that deep learning has the potential to be a useful machine learn-
ing method for predicting cross-sectional stock returns.

To forecast the stock market, researchers compared single, ensemble, and integrated
ensemble ML techniques. The AdaBoost-LSTM ensemble learning methodology
outperforms several other single forecasting models and ensemble learning ap-
proaches, according to the empirical findings. Boosting ensemble classifiers out-
performed bagged classifiers, according to the study [45]. According to the results
of the trials, integrated ensemble machine learning (IEML, i.e., RS–boosting and
multi-boosting) approaches outperform individual machine learning (IML, i.e., de-
cision tree) and ensemble machine learning methods [EML, i.e., bagging, boosting,
and random subspace (RS)]. RS–boosting is the best method for predicting credit
risk in small and medium-sized businesses (SMEs) among the six techniques. For
stock market prediction, Sun et al. proposed an ensemble LSTM using AdaBoost.
The AdaBoost-LSTM ensemble outperformed several other single forecasting mod-
els, according to their findings. For forecasting stock price movement, a homoge-
neous ensemble of time-series models like SVM, logistic regression, Lasso regres-
sion, polynomial regression, Naive forecast, and others were proposed [39]. Sim-
ilarly, Yang et al. used voting techniques to combine SVM, RF, and AdaBoost to
predict whether to buy or sell stocks on an intraday, weekly, or monthly basis. In
terms of precision, the analysis found that the ensemble technique outperformed
a single classifier. As compared to single feedforward neural networks, Gan et al.
proposed an ensemble of feedforward neural networks for predicting stock closing
prices, and he showed a higher prediction accuracy. The empirical result shows
that a homogeneous ensemble ANN predicts stock market price better than a sin-
gle ANN [9].
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Gao (2016) used a recurrent neural network (RNN) to predict the stock market using
long short-term memory (LSTM). The aim of this analysis was to see whether LSTM
could be used to predict stock market movements. According to the findings, the
LSTM model’s average precision and accuracy in predicting six stocks was 54.83%,
with the highest and lowest precisions being 59.5% and 49.75%, respectively. Bao
et al. demonstrated a new deep learning architecture for stock price prediction
that combined wavelet transforms, stacked auto encoders, and LSTM methods. Six
market indices and their associated future indices were chosen to test the proposed
model’s results. In comparison to other similar models, the findings showed that
the proposed model is more precise and profitable [2].

A 2-phase ensemble method for forecasting stock prices was proposed in another
review, which included several non-classical disintegration models, such as ensem-
ble empirical mode decomposition, empirical mode decomposition, and total en-
semble empirical mode decomposition with adaptive noise, as well as ML models,
such as SVM and NN. The use of RF robustness in stock selection strategy was im-
plemented and evaluated [16]. They concluded that fundamental and long-term
technical features are essential to long-term benefit in sound stock investments us-
ing the fundamental and technical dataset. For forecasting the stock market, Mehta
et al. proposed a weighted ensemble model based on weighted SVM, LSTM, and
multiple regression. Their findings show that when it comes to stock estimation,
the ensemble learning methodology achieves the highest precision while reducing
variance [24].

Jing et al. for classification , prediction and recognition used artificial neural net-
works. Neural network outputs or trading techniques are an art. The authors speak
about a 7-step model design approach for a neural network prediction [16].

For forecasting stock price movement, Assis et al. suggested a NN ensemble. For
stock market prediction, a deep NN ensemble with bagging was suggested. Ac-
cording to the findings, putting together multiple neural networks to predict stock
price movement is more reliable than using a single deep neural network [40]. Jiang



11

et al. used a variety of cutting-edge machine learning techniques, including a tree-
based and LSTM ensemble using stacking combination technique, to forecast stock
price movement based on both macroeconomic data and historical transaction data.
On average, the authors reported accuracy of 60–70% [15]. Kohli et al. investigated
the success of various machine learning algorithms (SVM, RF, Gradient Boosting,
and AdaBoost) in stock market price prediction. AdaBoost outperformed Gradient
Boosting in terms of forecasting accuracy, according to the report [27].

An ensemble classifier for NN using bagging is presented in [22]. Their findings
showed that an ensemble of NN classifiers outperforms a single NN classifier. Wang
et al. also suggested an RNN ensemble system for effectively detecting stock-price
manipulation activities, which combines trade-based features derived from histor-
ical trading records with characteristic features of the list companies[38]. Their
findings show that the proposed RNN ensemble outperforms state-of-the-art ap-
proaches by an average of 29.8% in terms of AUC value in detecting stock price ma-
nipulation. Ensemble classifiers and regressors have been shown to have a higher
predicting accuracy than single classifiers and regressors in previous studies [38].

Tsai et al. did a research that they tried, through ensemble training composed of
decision-making trees and artificial neural networks, to forecast stock prices. They
provided data from Taiwanese stock market data taking basic indexes, technical in-
dexes and macroeconomic indexes into account. The Taiwan stock exchange data
output of Decision Tree + Artificial Neural Network showed 77% F-score of results.
F-score output shows up to 67% with single algorithms [36].

Tiffany et al. used the neural network for their handling capabilities nonlinear in-
teractions and the introduction of a new fuzzy time series model in order to boost
prediction. The fuzzy link is used to estimate the inventory index of Taiwan. Within
the neural network fuzzy time series, observations are used for preparation and
model observations for prediction as in-sample observations. The inconvenience of
taking all membership levels for training and prediction will impact the neural net-
work performance. They made the difference between results in order to prevent
that. That lowered the discourse universe size [41].
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Md. Rafiul et al. used Hidden Markov Model(HMM) method in the estimation
of stock prices for the relevant markets. Due to its proven suitability for dynamic
system modeling, HMM was used for pattern identification and classification prob-
lems. It can manage new data in a reliable and effective way for creating and com-
paring related trends [11].

Kim et al. employed a genetic algorithm to convert constants into discrete val-
ues. They introduced a new evolutionary calculation approach called the genetic
quantum algorithm, which was used for reducing the complexity of the space of
the characteristics. Genetic Quantum Algorithm is based on quantity measurement
concepts and principles including qubits and overlays of states. The Genetic Quan-
tum Algorithm may be represented by a linear superposition of solutions, because
of its probabilistic representation, instead of binary, numeric or symbolic represen-
tations by using bit chromosomes. Quantity gates are used as genetic operators to
find the right solution [19].

Ching-Hseue et al. introduced a multi-technical hybrid forecasting model to pre-
dict stock price patterns. In the cases in which four procedures listed such as se-
lecting the critical technical indicators, CDPA is used to minimize entropy principle
by common indicators based on a correlation matrix. The RST algorithms are also
used to extract the linguistic rules and use genetic algorithms to improve the rules
that were extracted to improve predictability and stock returns. The benefit was
found that rules and forecasts on objective inventory data are more accurate and
understandable than subjective human judgments [4].

Fazel et al. used the expert system based on a type-2 fuzzy rule to analyze stock
price. The type-2 fuzzy model used appeared as input variables to the technologi-
cal and fundamental indexes. The model used to forecast an automobile manufac-
turer’s stock price in Asia. The output value of the input was projected onto the
input field in order to produce next input variable membership values tuned with
genetic algorithms. For inference and increase the strength of the system, the Type 1
technique was used. This technique has been used to reduce robustness, durability
and error. It is used to predict more profitable stock trading [42] .
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Many resources and applications are available to forecast stock markets, share amounts
and share prices for any specific financial organization. Most say that they are al-
most 100% accurate in forecasting the stock market, however, users’ opinions differ.

2.2 Summary

Many different techniques have been used to predict stocks in the past which have
been discussed in the literature review, Very limited studies show the use of random
forest to predict stocks. Hence in this project we seek to investigate the application
of RF to predict stock and compare it’s efficiency.

2.3 Significance and Motivation

The prediction of stock markets is an important topic for financial investors in deter-
mining which shares to buy and sell. Comparative output of various methodologies
and data sets has the benefit of updating the techniques of existing methodologies
to forecast share price efficiently. This project helps to explain and enhance effi-
ciency of various machine learning approaches. In addition, the project will assist
with the introduction of the stock market forecast economic growth model.
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Chapter 3

Research Methodology

3.1 Introduction

Some of the possible techniques used in predicting share will be described in this
chapter. Furthermore the chapter will entail some methods of machine learning
that could be used to carry out this study.

3.1.1 Random forest

Random forest is a classification and regression ensemble-learning technique which
structures forests by various tree modeling. A great number of individual un-
pruned decision trees are used for random forests that are generated by randomiz-
ing the split on each node of the decision tree. The accuracy of the prediction for
each tree is typically less than the accurate split-size tree. Nevertheless, more robust
accuracy obtain to that of a single tree with precise divisions by adding a couple of
approximated trees in the ensemble [33].

The fundamental notion of ensemble learning is not enough of a single regression
tree to evaluate the expected value of a dependent variable [28]. Random forests
build n classified trees using replacement samples and estimate the class based on
the predictions of the majority of the trees . After n trees have been created, the
average predicted value is taken into account by each tree in the set when the test
data is being used [28]. The Figure 3.1 is an example of a conceptual illustration of
a random forest.
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Decision tree learning is one of the most common classification techniques. The
classification precision is highly efficient and superior to other classification meth-
ods. It is very reliable. The tree that is widely referred to as the decision tree reflects
the classification model that these techniques include. Decision tree may also be
learned as a regression tree and seems to be highly successful as well and has low
error rates [28].

As it is shown in Figure 3.1, when the target information is an input into each tree
model, the tree models generate their results independently, depending on their na-
ture [33]. A majority judgment is sequentially determined as the forest production,
or an arithmetic average of its findings. In this estimate, the random forest yield is
a consensus judgment in the situation of the random forest built by classified trees,
and the random forest built by regressive trees is an arithmetical average [33].

FIGURE 3.1: Conceptual illustration of random forest.

Random forests have advantages and disadvantages as well as every other tech-
nique. The advantages of random forest are:

• They are one of the most precise available learning algorithms. They create a
very accurate classifier for many data sets.

• Effectively run in large databases, thousands of input variables can be man-
aged without the variable deletion.

• They offer estimates for which variables in the classification are significant.

• They produce an unbiased internal estimation of the error of generalization
with the forest construction.



16

• The reliability and precision of the estimation process is retained while a sig-
nificant proportion of the data is missing.

• Methods to balance error are provided in class population unbalanced data
sets.

The disadvantages of random forest would be:

• Several data sets with noisy tasks for classification and regression have been
found to overfit the random forests.

• Random forests support certain attributes with more levels for data with cat-
egorical variables of different levels. Therefore, random forest variable scores
for this type of data are not accurate.

Basic principles

The term "random forests" is vague. It’s a generic expression for certain writers for
combining random decision trees regardless of how trees are obtained. Whilst for
other authors, it refers to the original algorithm of Breiman [3].

The forest mechanism is, as already stated, sufficiently versatile for the supervised
classification and regression tasks. However, in this introduction we focus on re-
gression analysis and discuss the classification case only briefly, in order to keep
matters simple. A non-parametric regression approximation is the general context
in which a random vector X ∈ χ ⊂ Rp is observed, and the objective is to predict
the integrable square random response Y ∈ R by estimating the return function
m(x) = E[Y|X = x]. Assuming a training sample Dn = ((X1, Y1), ..., (Xn, Yn)),
is distributed as the independent random variables pair of prototypes (X,Y). The
dataset Dn is used to construct mn : χ → R of the function m. Therefore, m (mean
squared error) regression function estimate is compatible if E[mn(X)−m(X)]2 = 0
as n→ ∞ [3].

A random forest is the predictor of the random M regression trees set. The expected
value at query point X for the j-th tree in the family is denoted by mn(X : Θj, Dn),
where Θ1, ..., ΘMis a separate random variable Θ distributed as a generic random
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variable m and independent of Dn. Variable Θ is used to evaluate the training
set before each trees grow and to choose the following instructions, more detailed
definitions are given later. The j− th tree estimate takes the mathematical form:

mn(x; Θj, Dn) = ∑
i∈Dn

∗(Θj)

1xi ∈ An(x; ΘjDn)Yi

Nn(x; Θj, Dn)
. (3.1)

Where;

• Dn
∗ = the set of data points selected prior to the tree construction,

• An(x, Θj, Dn) = the cell containing x, and

• Nn(x; Θ, Dn) = the number of points that fall into An(x, Θj, Dn) .

The trees are now combined to make the (finite) forest estimate as written;

mM,n(x; Θ1, ..., ΘM, Dn) =
1
M

M

∑
j=1

mn(x; Θj, Dn). (3.2)

Since M can be arbitrarily larger, modeling, it makes sense to allow M to be infinitely
large [3] and to take into account instead of the forest estimates

m∞,n(x; Dn) = EΘ[mn(x; Θ, Dn)]. (3.3)

Where in equation 3.3;

• EΘ = the expectation with respect to the random parameter Θ, condition on
Dn

Operation "M → ∞" is justified by large numbers, which almost definitely asserts
that it is subject to Dn,

lim
M→∞

mM,n(x; Θ1, ..., ΘM, Dn) = m∞,n(x; Dn). (3.4)

3.1.2 Recurrent Neural Networks

Recurrent neural networks are a class of neural networks that can be used in feed-
back loop concepts. After processing the data with one of the hidden layers in
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the network, the layer along with the new input is sent back and forth processed.
Depending on how they are organized, various kinds of recurrent networks exist.
Recurrent neural networks are used when data, like time series, is sequential in
nature. A RNN can be used if you assume the data have some form of autoregres-
sive structure. Some other way of looking at RNNs is by providing a database that
records information about what was measured until now [6].

RNNs are fuzzy because they do not make forecasting using exact models in the
training data but use their internal representation to perform a high-interpolation
among training examples— like other neural networks. In addition, fuzzy predic-
tions are not influenced by the dimensionality curse, and thus the simulation of real
or multivariate information is much superior to exact matches [10].

In reality, the open content reach of a standard RNN structure is very small. The
vanishing gradient problem is caused by the fact that the effect of a given input
on the hidden layer, and thus on the network output, decreases exponentially and
vanishes. RNNs are called recurrent since the performance of each layer is depen-
dent on the calculations of the layers before it; in other words, these networks have
memory that stores data-related information. These networks are actually multiple
copies of ordinary neural networks organized next to one another, each transmit-
ting a message to the next [26]. It should be noted that RNNs can arbitrarily process
long data sequences, but only look back for some steps in practice [6].

There are four phases to neural network training.

1. Training data preparation: the more data there are, the easier the training.
Data preprocessing is one of the stages in this stage, with the aim of removing
missing data and unwanted variations, as well as data simulation. Normal-
ization (e.g. transmission to a zero–one range) is an example of data prepro-
cessing.

2. Choosing a network architecture that is right for you. The number of neurons,
layers, and network form will be calculated at this stage; the number of layers
and neurons will be determined by trial and error.
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3. Networking training. The training cycle is iterated at this point until the de-
sired results are achieved [26].

There are several different ways in which RNNs can be used. Below are some ex-
amples of other RNNs being used:

i) Language modelling and generating text

ii) Machine translation

iii) Speech recognition

iv) Gathering image description

v) Video tagging

FIGURE 3.2: Simple Recurrent Neural Network structure.

The Figure 3.2 illustrates the architecture of a simple recurrent neural network
structure. In the Figure 3.2 it is shown that we have x1 and x2 as the input vari-
ables in the input layer. They are then followed by the hidden layer which consists
of the recurrent network and then followed by the output layer y.
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RNN Architecture

We introduce a time notion to the model in recurrent neural networks. It can also
be called neural feedforward networks because they are generated by combining
borders that reach adjacent time steps [21]. Edges that link adjacent time steps are
called recurrent edges. They form cycles in the network. This includes self connec-
tion cycles from a node to itself across time in the network. The cycles can be seen
in Figure 3.3 below.

FIGURE 3.3: A folded simple Recurrent Neural Network [21]

Suppose xt was a sequence of inputs in order to understand formulas that control
recurrent neural networks. Nodes with recurrent edges receive input from the cur-
rent input point and also from hidden state values ht−1 in the network’s previous
state. Every neuron in the hidden nodes performs a linear matrix operation with
input data xt, and according to the form of prediction, the output of this operation
is fed into an activation function. The output ŷt is determined by the hidden values
ht at each time t. Input xt−1 at time t− 1 influences the output ŷt at time t and later
by the way of the recurrent connections. The results of linear matrix operation of
these parameters gives two equations that are necessary for computation at each
time step on the forward pass in a folded simple recurrent neural network shown
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in Figure 3.3. The two equations are given as:

ht = σ(Wxhxt + Whhht−1 + bh), (3.5)

ŷt = σ(Whyht + by). (3.6)

Equation 3.5 is used to calculate the output of the hidden layer each time and equa-
tion 3.6 is used to calculate the output of ŷt. Here Whh is the matrix of the weight
that connects the hidden layers, Wxh is the matrix of weight between the input layer
and the hidden layers and Why the matrix of weight between the hidden and output
layers. The bias parameters are represented by vectors bh and by. The weights ma-
trices here in recurrent neural networks are shared parameters as like in feedfoward
neural networks, they are just used in different time steps. If the dimensions of the
input layer, output layer and hidden layer are Dx,Dy and Dh respectively. Then
the dimensions of weights Whh, Wxh and Why are Dh × Dh, Dh × Dx and Dy × Dh

respectively.

The unrolled recurrent neural is shown in Figure 3.3. The network is no longer seen
in this picture as cyclically, but rather as a whole series that shares weight over time.
The entire unrolling network can be trained over many time steps. RNN training
is similar to the simple artificial neural network and also uses a minor difference
back propagation process. Since the weights and biases of this network are shared
by all time steps, the gradient in each output depends on previous steps calculated
and not just on the current time steps calculations.

3.2 Feature Selection Strategies

The process of selecting predictive features and removing redundant and unpredic-
tive features is known as feature selection. [8].The key reasons for using the feature
selection are:

• to facilitate analysis of the model, remove the redundant variables and do not
add any information;
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• reduce the problem to allow algorithms to run more quickly, enabling high-
dimensional data to be processed;

• reduce overfitting.

Popular algorithms for selecting features may be grouped in two types: (1) filter and
(2) wrapper approaches [43]. In order to pick key features independently, the filter
approaches use the general characteristics of the training data; that is, the input
variables only are considered. Wrapper methods evaluate and assess the optimal
subset of features using the prediction output of a specified learning algorithm. In
this section, several common feature selection algorithms will be briefly reviewed.

3.2.1 LASSO (Least Absolute Shrinkage and Selection Operator)

In 1996, Robert Tibshirani first formulated LASSO. It is an efficient way of perform-
ing two key tasks: regularization and selection of features. This method places
restriction on the sum of the model parameters’ absolute values, the sum must be
smaller than the value. The method applies a shrinking process (regularization)
that penalizes the regression coefficients, which some of them shrink to zero. The
variables which still have a non-zero coefficient after the process of shrinkage are
selected to belong to the model during the selection process [8]. The aim of this
method is to reduce the prediction error to a minimum.

In practice, the tuning parameter λ, which controls the penalty’s power, is very im-
portant. When λ is large enough, the coefficients are required to be exactly equal to
zero, resulting in a reduction in dimensionality. More coefficients are shrunk to zero
as the parameter is increased. We have an OLS (Ordinary Least Sqaure) regression
if λ = 0 on the other side [8].

The use of the LASSO method provides many advantages, but first and foremost
a good precision because shrinkage and removal of the coefficients reduces varia-
tion without significantly raising bias, particularly if you have a few observations
and a lot of features. When it comes to the tuning parameter λ, we know that
as λ increases, bias increases and variance decreases, so a trade-off between bias
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and variance must be sought. In addition, LASSO helps improve the model inter-
pretability by removing unnecessary variables not related to the response variable,
thereby minimizing overfitting [8].

3.2.2 DT (Decision Tree)

A DT consists of one root and different branches, nodes and leaves. Every feature
is included in one node and only features that help to classify appear in the tree,
while others are unable to choose good features. The DT is focused on the entropy
principle, which selected as discriminating and explanatory features variables with
the highest information gain [8]. First the information required for classification of
a given sample is determined and after divising the sample in accordance with the
selected variable X, this Information will be recomputed. The distinction between
these two information is known as the variable X information gain.

3.3 Data

The data used to conduct this research is sourced from an online source, Kaggle.
The dataset includes information on the largest 35 companies in South Africa by
market value, some economic data that may be applicable to the prices and other
measured indexes: a composite SA40 index and a SA40 "VIX" index for volatil-
ity measurements in the composite index. The price information is in the following
format: Date, Close, Open, High, Low, Vol, Change, Beta, Alpha. Financial informa-
tion is in the following format: Date, Revenue, Cost of sales, Gross profit, Operating
profit, Net profit, Headline earnings, Shares in issue, Non-current assets, Current
assets, Non-current liabilities, Current liabilities, Cash from operations, Cash from
investing, Cash from financing, Change in cash, Full year, Half year. Economic
data (including a variety of resources and potentially important global values) are
typically in format: Date, Value.

3.3.1 Data Preprocessing

Prior to training the models, data must be preprocessed. It is a method of convert-
ing and cleaning data into a usable format in order to enhance the model’s efficiency
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and data quality. Since training models with raw financial data, which is noisy by
design, results in overfitting and underfitting of the model in predicting the pro-
duction(performance), the performance of predictive models is dependent on the
stage of preprocessing.

3.3.2 Data Splitting

The dataset must be partitioned into two sections, the training set and the test set,
before the models can be trained. This is done for the sake of performance. The
two sets are used for different purposes: the Training set is used to build the model,
while the Test set is used to evaluate the model. In practice, after preprocessing the
data, the first 80% of the compiled data was used for preparation, 10% for valida-
tion, and 10% for evaluating the performance of trained models.

3.4 Variable selection

When restricting the number of variables in the method, we use function variables
to evaluate the target variables. In terms of preventing overfitting, facilitating pat-
tern analysis, and reducing computational time, the variable selection method plays
an important role. There are several different methods for selecting variables, but
we chose LASSO for this project.

3.5 Evaluation metrics

Various performance metrics are used to assess regression performance. We fo-
cused on the regression issue in this project. There are also several regression effi-
ciency measures such as mean absolute error, mean square error, root mean square
error etc. In this project we considered most of those.
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3.5.1 Mean absolute error, Mean square error, Root mean square

error, Relative MAE, Relative RMSE

The output of the models was evaluated using Mean absolute error (MAE), Mean
square error (MSE), Root mean square error (RMSE), Relative MAE (rMAE), and
Relative RMSE (rRMSE) in this project. We came up with the following definitions:

The mean of the absolute errors is called the mean absolute error. The MAE units
are the same as the expected target, which helps determine if the error size is signif-
icant. The MAE is a measure of how well a model performs. The smaller the MAE,
the better.

MAE =
1
n

n

∑
t=1
|yt − ŷt|, (3.7)

rMAE =
1
n

n

∑
t=1

[
ŷt − yt

yt
]. (3.8)

Equation 3.9 is the mathematical expression for mean square error(MSE). The MSE
metric is used to calculate the average of the squares of errors or deviations. MSE
removes any negative signs by squaring the gaps between the points and the regres-
sion line. MSE takes into account the predictor’s variance as well as bias. Larger
variations are also given more weight by MSE. The greater the error, the higher the
penalty. The MSE is a measure of how well a model performs. The smaller it is, the
better.

MSE =
1
n

n

∑
t=1

(yt − ŷt)
2. (3.9)

The root Mean Squared Error(RMSE) metric measures a model’s ability to predict
a continuous value. The RMSE units are the same as the expected target, which
helps determine if the error size is important. The model’s output is better when
the RMSE is low. The mathematical representation of the RMSE is expressed in 3.10.

RMSE =

√
∑n

t=1(yt − ŷt)

n
, (3.10)

rRMSE =

√√√√ 1
n

P

∑
k=1

[
yk − ŷk

yk
]2. (3.11)
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where;

• n is the number of samples,

• yt is the actual value,

• ŷt is the predicted values,

• yt is the mean value of yt, t = 1, 2, · · · , n, and

• k is the dummy variable time.

The lower the value error, the closer the approximate true values are.

3.6 Implementation

The RF, and RNN algorithms implemented using the Keras machine learning pack-
age and LASSO was implemented using R. All models were implemented using
sklearn and tensor flow Python packages. Both Python and R used to execute this
project.

3.6.1 LASSO R implementation

In order to implement LASSO, we used the R statistical software, which already
has a number of built-in functions. Regularization approaches are performed by
two major packages in particular [8].

• Glmnet (Lasso and elastic-net regularized generalized linear models)is a R
package that suits linear and generalized linear models, penalizing the maxi-
mum likelihood with the LASSO method and Ridge Regression, as well as a
combination of the two penalties. Glmnet uses cyclical coordinate descent to
find the minimum.

• Lars (Least Angle Regression) is a modern model-selection approach based on
conventional forward selection, in which we choose the explanatory variable
with the highest absolute correlation with the response y from a set of pos-
sible explanatory variables. The LASSO method is implemented in the Lars
package [8].
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Both the algorithm and the procedure for implementing the LASSO are identical.
The key difference is that glmnet performs a cyclical coordinate descent on a grid
of possible values for λ and finds a sequence of loss function-related models as an
output. Lars, on the other hand, can calculate the exact value as to where a new
variable is introduced into the model [8].

Glmnet, on the other hand, is the most widely used nowadays, and one of its ad-
vantages is that it can be used for generalized linear models, while Lars is limited to
linear regression models. Furthermore, experiments have shown that glmnet per-
forms better in a variety of circumstances. In conclusion, we conducted our research
using glmnet [8].

3.7 Summary

This section described the techniques, methods and measures to be applied when
forecasting stock price. The methods used to interpret the data include time series
data techniques, RF, RNN and performance measures.
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Chapter 4

Results and Discussion

4.1 Introduction

With the algorithms discussed in Chapter 3, the analysis of the data was presented
in this chapter. Using Python and R, the performances of the algorithms(RF and
RNN) were compared in this chapter, using the performance measures discussed
in Chapter 3. We will compare the performance of the random forest with that of
the recurrent neural network for the prediction of the closing price.

4.2 The Data

4.2.1 The Source of Data

The data used to conduct this research is sourced from an online source, Kaggle.

4.2.2 Data Exploration

The data here shows that the stock prices where only recorded during week days(Monday-
Friday) from 2010-07-21 to 2019-01-04.
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FIGURE 4.1: Graphical representation of the data.

The graph in Figure 4.1 is a visualisation of the closing price. The graph shows
when the stocks increases and decreases. This will then show when it would have
been a good time to buy and a good time to sell. Looking at the Figure 4.1, it is seen
that the best time buy would have been between December 2011 and January 2012,
and the best time to sell would have been in January 2019. Between 2014 and 2017,
the stock prices have been stable.

4.2.3 Descriptive statistics

The table 4.1 shows the descriptive statistics for all the variables in the data set. The
table outlines the minimum, maximum, median, mean and the standard deviation.
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Min Max Median Mean St.Div
Open 81.100 327.700 142.250 151.819 49.350
High 82.800 328.750 144.300 154,145 50,127
Low 80.000 325.650 140.425 149.361 48.597
Last 81.000 325.95 142.000 151.585 49.420

Close 80.950 325.750 141.950 151.562 49.402
Total trade quantity 39610.000 29191015.000 1768579.000 232764.392 2081347,579

Turnover (Lacs) 37,040 55755.080 2552.165 3919.237 4547.901

TABLE 4.1: The descriptive statistics of the dataset.

The minimum being the smallest data value and the maximum being the largest
data value. The median is the ’middle number’ of the sorted data values which is
mathematically represented by;

median = Z50 (4.1)

The average of the data values is known as the mean which is mathematically rep-
resented by;

x̄ =
∑n

i=1
n

xi (4.2)

The data’s standard deviation , denoted by s, is a popular measure of dispersion. It
measures the average distance between a single observation and the mean.

x̄ =

√
∑n

i=1
n− 1

(x− x̄)2 (4.3)

Equation 4.3 is the mathematical representation of the standard deviation. Which
is equal to the square root of the sample variance.

Min Max Median Mean St.Div
80.950 325.750 141.950 151.562 49.402

TABLE 4.2: The descriptive statistics of the Close price.



31

Since our main interest for the project is to predict the close price, table 4.2 show
the descriptive statistic for the close price. The table outlines the minimum value,
maximum value, median, mean and the standard deviation.

4.3 Variable selection using LASSO

The LASSO was used to select variables in this project so that a useful variable could
be used to predict stock price. LASSO is a regression method for selecting variables.

Variables Coefficients
(Intercept) 4.906668× 10−2

Open 5.739528× 10−2

High 8.381753× 10−2

Low 8.259775× 10−2

Last 8.905957× 10−1

Total Trade Quantity −1.013947× 10−8

Turnover (Lacs) 9.439260× 10−7

TABLE 4.3: Parametric coefficients.

From the data set evaluated by LASSO, Table 4.3 indicates parametric coefficients
and the importance of the variables in stock price prediction. As a result, according
to the LASSO, all variables are important in predicting stock price.

4.4 Machine learning models

Predictions of stock prices are extremely important. We could improve return on
investment if we could come up with a forecasting method. The stock market is a
multi-dimensional monstrosity full of contradictions and interdependencies that is
affected by a variety of factors. What if this problem could be resolved using ma-
chine learning? So far, neural networks and random forests have been shown to be
capable of resolving the existing problems.

Built-in python functions were used to help train the RNN and RF models. In sim-
ulation of the model, we used python 3.0 to develop the RNN model to predict the
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closing price. This research made use of the Python packages Numpy, pandas, mat-
plotlib, scikitlearn, and tensorflow. The data was pre-processed using Scikitlearn.

As in previous dissertations, performance measures including relative mean abso-
lute error (rMAE) and root mean square error (RMSE) will be used to simplify the
method of predicting the best predicting technique. The RNN’s RMSE and rMAE
are 2.51 and 1.38, respectively, while the RF’s are 2.44 and 1.11. As a result of the
rMAE results provided in Table 4.4, the RF was determined to be the best predicting
technique.

RF RNN
MSE 5.96 6.30

RMSE 2.44 2.51
MAE 1.23 1.90
rMAE 1.11 1.38

TABLE 4.4: Assessment of models.
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The Figure 4.2 shows how the model performed. As shown in the figure, the train
set is represented by the blue line, the validation set by the orange line and the pre-
diction set by the yellow line. The data had a 80:10:10 split. Through observation it
is seen that the model did well in predicting.

FIGURE 4.2: RNN model performance.
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The Figure 4.3 show the comparison of the actual against the predicted. The actual
being the blue line and the predicted represented by the orange line. Looking at
these lines carefully it show that the model tried performed well.

FIGURE 4.3: Comparing Actual Against Predicted in (RNN).
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The Figure 4.4 represents the obtained regression predictions results of the Rf method.
It show that the Rf model was able to predict the closing price almost accurately. As
like in Figure 4.2 the train set is represented by the blue line, the validation set by
the orange line and the prediction set by the yellow line.

FIGURE 4.4: RF model performance.
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The Figure 4.5 show the comparison of the actual against the predicted. The actual
being the blue line and the predicted represented by the orange line. Looking at
these lines carefully it show that the model tried performed well.

FIGURE 4.5: Comparing Actual Against Predicted in (RF).

In comparison with Figure 4.2 and 4.3 it is clearly seen that that the Rf model out-
performed the RNN model.
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4.5 Conclusion

This chapter presented the data analysis with the assistance of the algorithms dis-
cussed in the previous Chapter(3). The performance of the RNN and RF algorithms
was compared for the prediction of the closing price. The Rf model was found to
be the best model for predicting the closing price.
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Chapter 5

Conclusions and Future Work

5.1 Introduction

This chapter summarizes the findings of the dissertation presented in Chapter 4 as
well as some relevant concepts, such as potential research areas.

5.2 Findings

This research project focused on stock price prediction on data from an online
source(Kaggle). The data is of from 21 July 2010 to 04 January 2019.

The goal of this study is to forecast the direction of stock price movement. The
performance of two models, recurrent neural networks (RNN) and random forests
(RF), in terms of prediction. In Chapter 4, we addressed stock price prediction us-
ing RNN and RF, as well as variable selection using the least absolute shrinkage
and selection operator (LASSO).

In terms of relative root mean square square error (rRMSE) and relative mean square
error (RMSE), the findings in Chapter 4 Section 4.4 showed that RF is the best pre-
dicting model as compared to the RNN. The Figures 4.2 and 4.4 shows how well
the models performed. As well as the graphs in Figures 4.3 and 4.5 show the com-
parison between the actual and the predicted. It was concluded that the RF model
outperformed the RNN model due to these graphs.
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Above all, the proposed approach’s success, which is based on a human approach
to investing, motivates the development of expert systems and the use of machine
learning algorithms for challenges in a variety of different domains to replicate hu-
man ways to decision making.

5.3 Future Work

Deep learning models that evaluate financial news stories as well as financial data
such as a closing price, trading volume, profit and loss statements, and other finan-
cial criteria could be developed in the future for potentially superior results. Fur-
thermore, deep learning methods such as Long Short Term Memory(LSTM) and
1Dimensional-Convolutional Neural Network (1D-CNN) can be used to continue
this work in the future.

5.4 Conclusion

Due to constantly changing stock values that are dependent on various parameters
that produce complicated patterns, stock price prediction is a difficult process. The
findings and future research directions were summarized in this chapter. Machine
Learning algorithms were used after all of the results had been included. After
analyzing the data, we concluded that while all of these algorithms are capable
of accurately predicting stock prices, the Random Forest method was the better of
the two. Traditional algorithms and systems may not be able to tackle difficulties
connected with this massive amount of data quickly, causing systems to operate
slowly and unable to produce the best and most accurate forecast results. However,
using the Python environment, we can handle vast amounts of data quickly and
efficiently without having to change the techniques in the current processes.
This research project together with its findings will have an impact in increasing
market efficiency. This will also promote potential economic growth.
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