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Abstract

The study is aimed at investigating and explaining the demographic and socio-economic

determinants components affecting women unemployment in South Africa. The classi-

cal and the Bayesian estimation approach were applied to a multilevel logistic regres-

sion (MLR) model. Secondary data acquired from the Demographic and Health survey

(DHS) held in South Africa in 2016 was used in the study.

Information criteria revealed that the random intercept model outperformed the

MLR model of the null and random coefficient multilevel models. The Intraclass Corre-

lation Coefficient (ICC) proposes that there is an understandable difference in women

unemployment level over various provinces of South Africa. The results of the classical

MLR and the Bayesian MLR indicate inflated commonness for women unemployment

and the chance of being without employment for women was established to decrease

with an increase of age, wealth index, and educational attainment.

Keywords: A Bayesian inference, A multilevel logistic regression, Provincial Varia-

tions, unemployment.
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Chapter 1

Introduction

1.1 Background

A multilevel model is used in analysing data that consist of a hierarchical or clustered

structure. It permits the modelling of data measured at different levels at the same

time. Such data arise in different disciplines, for example, within educational research

whereby learners are embedded in schools, in family studies whereby women are em-

bedded in families (Austin, 2010). Individuals within the same families or clusters often

display a significant level of correspondence or uniformity of the effects in contrast to

arbitrarily chosen individuals from various families or clusters. Due to the absence of

independence of individuals in the same family or cluster, a customary statistical ap-

proach might not be suitable in analysing such nested data. This necessitates the use

of multilevel models.

The multilevel regression model can also be referred to as hierarchical model, ran-

dom coefficient model, variance component model (random effect model), and mixed

(linear) model. In most cases, it presumes hierarchical data, with one response variable

estimated at the low level and the explanatory variables estimated at all existing lev-

els. The estimation of parameters for multilevel models can be done using either the

1



CHAPTER 1. INTRODUCTION 2

frequentist (classical) approach or a Bayesian approach.

The difference linking the Bayesian inference and frequentist inference is established

against that parameters are treated as arbitrary variables within the Bayesian inference.

In Bayesian inference we use data to modernise prior insight regarding parameters as

well as functions of certain parameters. We are also likely to need model predictions and

these are provided as part of the updating process. Prior knowledge about parameters

and updated (or posterior) knowledge about them, as well as implications for functionals

and predictions, are expressed in terms of densities, (Congdon, 2005). Bayesian methods

are more pliable and easy to approximate parameters of composite hierarchical models

(Kruschke and Vanpaemel, 2015). When analysing multivariate categorical data, the

Bayesian approach has major benefits above a Quasi-likelihood and a likelihood-based

classical approach. The use of MCMC (Markov Chain Monte Carlo) methods to acquire

the approximation of the exacted updating (posterior) distributions, no requirement

to depend on huge sample foundations, excluding about the number of the MCMC

iterations, which are likely to increase easily.

In this dissertation, the multilevel logistic regression model will be constructed for

unemployment among South African women. A Bayesian approach will be mainly used

for parameter estimation.

1.2 Definition of unemployment

Unemployed people are explained via the bureau of labor statistics ? as individuals

who are currently not working, busy looking for employment in the past month and are

currently available for employment. Also, individuals who are dismissed for the time

being and are on stand-by to be called back to work are included within the unem-

ployment statistics. Unemployed people are also explained by the International Labour

Organisation ? as individuals who are not in labor for pay or profit, who are looking

and are ready to begin to work for pay or profit in specified reference periods. Unem-
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ployment consists of four groups, namely, structural, demand deficiency, voluntary, and

frictional unemployment.

The demand deficiency is the largest source of unemployment that occurs during a re-

cession. This occurs when demand for products or services is low, whereby the company

production is reduced and also the workers are being reduced. The frictional unemploy-

ment is referred to as workers intermediary jobs. For example, an employee who has

currently left or got dismissed and is searching for another job in a financial system in

which recession is not taking place. Structural unemployment occurs as soon as there’s

a mismatch of skills. Such a scenario arises when the skills that the available job de-

mands do not match the skills that the worker has or if the geographical location of the

job cannot be reached by the worker. Lastly, voluntary unemployment occurs when the

employee decides to leave the employment because it’s not financially fulfilling. This

study uses the definition given by the SADHS which defined an unemployed person as

a person who does not have work, regardless of whether that person was searching for

employment or not.

1.3 Problem statement

South African employment market is beneficial to the males than it is to the females

and the males are in a higher degree of being in paid jobs than the females, no matter

the ethnicity as stated by the Quarterly Labour Force Survey published through the

Stats SA 2018. The Quarterly Labour Force Survey published through the Stats SA

2018 further stated that, the formal unemployment rate has been remarkably inflated

after 2008. Within the previous 10 years, the rate has increased from 23,2% in the first

quarter of 2008 to 27.2% within the 2nd-trimester of 2018. The enlarged unemployment

rate, which does not consider job hunt was even bigger and increased from 30.9% within

2008 to 37.2% within 2018. Throughout this period, both of these rates were higher

amongst women than men.
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The unemployment rate amongst the females was 29.5% within the second trimester

of 2018 as compared to 25,3% amid the males, consistent with the formal definition

of unemployment. According to the expanded definition, the rate of unemployment

amongst women was 7.5 percentage points higher than that of males. There is a need

to investigate factors leading to unemployment amongst women in South Africa. A

logistic regression model will be used for this purpose.

The Demographic and Health Survey (DHS) data will be employed in this study.

A familiar attribute of the DHS data is whereby individuals are clustered in the same

families, communities, and provinces. As a result, the multilevel models which are

models that grasp into consideration the existing data hierarchies can be used because

these models allow for a residual unit at each measure of the hierarchy. Residual com-

ponents account for the variation due to an unobserved source of variation applicable to

that level of the hierarchy. The ignorance of the unobserved heterogeneity can lead to

inconsistency of parameter estimates, wrong standard errors, (Nicoletti and Rondinelli,

2010).

Many studies were conducted on unemployment using a logistic regression model,

Theodossiou (1998); Viljoen and Dunga (2013); Baah-Boateng (2008); Kingdon and

Knight (2004); Fergusson et al. (2001); Lundin et al. (2012); Baah-Boateng et al. (2013);

Ford et al. (2010); Kessler et al. (1987); Latif (2010); Drydakis (2015). There are very

few studies in which the multilevel structure of the data was considered. Examples

are Bertoni and Ricchiuti (2017) and Chikako (2018). The current study will apply a

multilevel logistic regression model.

The estimation of parameters may be done by either the classical (frequentist) or

Bayesian estimation approaches. Hammer (1997), Page et al. (2013), De Moortel et al.

(2018), Wege et al. (2017) used the classical (frequentist) approach in their studies. Few

studies were conducted which used a Bayesian estimation approach, Chikako (2018);
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Phillips (2004); Kiros and Abebe (2019). The current study will focus on the Bayesian

estimation approach and it differs from the above studies since the South African data

set will be used. The frequentist approach will also be considered for comparison pur-

poses.

There are many advantages to be derived from the use of Bayesian approach: For

big sample proportions, the Bayesian method with non-informative priors give effects

of parametric models that are the same as the results from the classical methods. The

Bayesian method is more interesting as compared to the classical method as it updates

prior information with the data, allows compact samples to be analysed, and strong

approximations to be made (Ardia and Hoogerheide, 2009). The Bayesian method re-

lies not on the asymptotic estimation Coles et al. (2001); Bayarri and Berger (2004);

Beirlant et al. (2006). Also, the Bayesian modelling structure complies with the like-

lihood concept which says that for a certain specified piece of information, every pair

of feasibility models which possess similar likelihood function gives similar inference

(Gelman and Meng, 2004). A Bayesian analysis yields a reasonable modelling structure

to find a solution for problems under a state of unpredictability.

1.4 Aim and objectives

1.4.1 Aim

The main aim of this research is to investigate the demographic and the socio-economic

causation components of women unemployment in South Africa (through a Bayesian

and classical estimation approach applied to a multilevel logistic regression model.

1.4.2 Objectives

The objectives of this study are to
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1. Identify demographic and social economic factors leading to women unemploy-

ment in South Africa.

2. Investigate the significance of ’province’ as a differential factor of unemployment

of women in South Africa.

3. Compare the results from a classical and a Bayesian approach.

1.5 Data source

This study will use secondary data acquired from the SADHS 2016. The data give thor-

ough details on marriage, fertility, birth control, infant, child, adult and maternal mor-

tality, maternal and child health, gender, nutrition, malaria, knowledge of HIV/AIDS,

employment status, and other sexually transmitted diseases.

1.6 Study variables

The women’s unemployment level is the response variable. It specifies if one is employed

or unemployed. The independent parameters to be considered as factors of the women

unemployment in this study are as follows: province, marital status, age group, literacy

status, women educational level, type of place of residence, wealth index, and race.

1.7 Proposed methodology

A Bayesian MLR model will be utilised to evaluate the relationship linking women’s

unemployment status and selected socioeconomic components. All analysis will be done

using R-statistical software (Team et al., 2013).
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1.8 Significance of the study

The demographic and socio-economic factors provide knowledge regarding the risk com-

ponents for women’s unemployment. The current research could be utilised as a ref-

erence for future research associated with unemployment and others and it may give

some guidance to the government and other responsible parties in the formation of laws

and strategies for reducing unemployment.

1.9 Dissertation layout

This dissertation is organised into chapters, each chapter is a stand-alone chapter.

Chapter 2 gives a literature review on the potential determinants of unemployment and

the statistical models used in studying the unemployment. It also covers the definition

of unemployment. Chapter 3 covers the detailed methodology used. This covers the

multilevel logistic regression models for both the classical and the Bayesian Inferences.

Chapter 4 covers the results for the methodology built-in chapter 3 and the discussion

of the results. Chapter 5 presents the conclusion, recommendations, and limitations of

the research.



Chapter 2

Literature review

2.1 Introduction

The current chapter gives details of what other researchers have done concerning the

determinants of unemployment, statistical methods applied to model unemployment,

and prior selection in logistic regression.

2.2 Definition of unemployment

The international labour organisation defines an unemployed individual as an individual

aged 15 and above, who does not possess any job position and is searching for one

?. This individual should match the following states: (a) currently not working, this

means that the person has not been working for a minimal of 60 minutes in the weekly

reference, (b) the person should be ready to get hold of employment position in 14 days,

(c) diligently looked for a job in the preceding four weeks or have got one commencing

in the upcoming trimester. This study uses the definition given by the SADHS which

defined an unemployed person as a person who does not have work, regardless of whether

that person was searching for employment or not.

8
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2.3 Potential determinants of unemployment

It was reported in Pakistan by Qayyum and Siddiqui (2007) that the unemployment

rate was found to be higher among a females than a males. Similar results were re-

ported in South Africa Gyekye and Kyei (2011); Mathebula (2017) and also in Ghana

by Abraham et al. (2017). In a similar study conducted by Mathebula (2017) in South

Africa, it was established that a Black African woman and Indian woman had greater

chances of being unemployed as compared to their male counterparts. The author also

confirmed that age was significantly associated with unemployment since the youth

unemployment rate was twice that of the adults. In Pakistan, Qayyum and Siddiqui

(2007) also concluded that employability advances with work experience, so recent qual-

ified graduates were not taken into the labour markets caused by the high demand for

work experience. Dagume and Gyekye (2016) made recommendations such that the

South African authority should build up the labour laws and the strategies to permit

the youth to gain more working experience and training since youth with some training

was absurd to be without the employment than youth without the training.

In South Africa, marital status was established as one of the significant factors as-

sociated with unemployment Yakubu (2010); Mathebula (2017); Viljoen and Dunga

(2013). The divorced, never married and widowed persons were found less likely to

be without employment as compared to the married persons, the reason being that

they had little or no prospects of economic dependence Yakubu (2010); Mathebula

(2017); Viljoen and Dunga (2013). Similar observations were also reported in Ghana

by Abraham et al. (2017). It was reported in South Africa by Yakubu (2010); Math-

ebula (2017) that the odds of unemployment for individuals with primary and lower

education were found to be greater than those for individuals with tertiary education,

meaning that those with tertiary education had a greater chance of employment than

those with primary and lower educational attainment. Similar observations were also

reported in North Cyprus, Turkey by Usman and Sanusi (2016). However, Abraham
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et al. (2017) from Ghana argue that there was no evidence that suggested that obtain-

ing higher education increased the chance of being employed as the above-mentioned

authors suggested. This argument was further supported by Sackey (2005) also from

Ghana, the author concluded that there was no notable contrast between a primary and

a post-primary educational obtainment as far as labour force engagement is concerned.

Conclusions have been made in Nigeria by Iweagu and Chukwudi (2015) regard-

ing religion as it was found to be one of the significant determinants of female labour

participation. The women who reported that they were the Muslims or the Tradition-

alists had a lower probability of participating in labour force. It was concluded that

the regions with more Muslims and Traditionalist would have a lower probability of

women participating in labour force. This was expected since those religious groups

give priority to the men than to the women in most of the aspects of life. It was also

observed in their study that the female’s literacy rate for those residing in the coun-

tryside areas decreased the chance that a woman would participate in the workforce.

The explanation for this was that due to lack of the available jobs in the countryside

areas, people are no longer working according to their qualifications and the available

jobs don’t even require any qualifications.

In Pakistan, Qayyum and Siddiqui (2007) reported a high unemployment rate in

the city areas as compared to the countryside areas. The reason being that there was a

mismatch between the skills provided and the skills demanded. However, in Mauritius,

it was reported by Tandrayen-Ragoobur and Kasseeah (2015) that unemployment was

not associated with the place of residence. Whether a person was located in the rural

areas or the urban areas never influenced the chance of engaging in the workforce. In

the study conducted in Nigeria by Iweagu and Chukwudi (2015) the household size was

found to be insignificant in both the urban and the rural areas. The authors found

it strange and different from other works conducted, (Viljoen and Dunga, 2013) which

showed that the household size was a determinant of female labour participation. It was
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also discovered in South Africa (Limpopo, Vhembe district) by (Dagume and Gyekye,

2016) that age, gender, marital status, educational attainment were unimportant to

determine youth unemployment. The contrasting results in terms of the significance

of some factors give justification for research into the determinants of unemployment

using data from a variety of settings.

2.4 Statistical models used in studying unemploy-

ment

The most widely utilized model to investigate the factors leading to unemployment is

the logistic regression model. In South Africa, Dagume and Gyekye (2016), Viljoen

and Dunga (2013), Mathebula (2017) used a logistic regression model to establish the

socio-economic and demographic factors which influenced unemployment. The same

model was used by Iweagu and Chukwudi (2015), Usman and Sanusi (2016), Taamouti

and Ziroili (2011), Tandrayen-Ragoobur and Kasseeah (2015), Che and Sundjo (2018),

Kessler et al. (1987), Baah-Boateng (2015), Lundin et al. (2012), Fergusson et al. (2001)

respectively.

The analyses were made in Pakistan by Qayyum and Siddiqui (2007) using a pro-

bit regression model to understand the determinants of female unemployment. This

model was also used in Ghana and in South Africa by Sackey (2005), Kingdon and

Knight (2004), Lam et al. (2007). The authors like Banerjee et al. (2008) employed a

multinomial logit model to conclude that educational level, race, gender, and age were

significantly associated with unemployment.

With the use of the multilevel models being rare in South Africa and the other coun-

tries as well, regarding unemployment, only one study was found conducted by Bertoni

and Ricchiuti (2017) in Egypt. The authors applied a multilevel generalised linear
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mixed model, logit link function was selected. There is also a rare use of a Bayesian

estimation approach. Few studies were conducted in Ethiopia by Kiros and Abebe

(2019) and Chikako (2018). However, in a study conducted by Kiros and Abebe (2019)

the multilevel structure of the data was not considered. The main contrast linking

frequentist and Bayesian inference is the introduction of prior knowledge in probabil-

ity distributions structure. To attain the posterior distribution of the parameters in a

model, and to draw a conclusion regarding the posterior parameters, the prior distri-

bution is included in the model. Kiros and Abebe (2019) used a commonly dispersal

non-informative prior, which is a familiar prior for logistic regression coefficients beta.

Chikako (2018) used inverted gamma prior to the random effect and normal distribution

prior to the fixed effect. Both studies used non-informative priors for the perception

that no value is recommended over any other value. The current study will follow the

work done by Chikako (2018), whereby the author used a multilevel model for which

the parameters have been approximated utilising a Bayesian method.

2.5 Conclusion

Concerning the literature cited above, there was no study that had been done on women

unemployment using a Bayesian estimation approach in South Africa. Only a few

studies were conducted using the multilevel logistic regression model. The current study

will employ the multilevel logistic regression model to model women unemployment in

South Africa. Model parameters will be approximated through the Bayesian method.



Chapter 3

Methodology

3.1 Introduction

This chapter covers a more detailed theoretical background of the proposed method-

ology. The logistic regression model, multilevel model, and parameter estimation ap-

proach (both the Classical and the Bayesian approach)

3.2 The logistic regression model

In this section, the theory behind logistic regression modelling is being discussed, fol-

lowing the work by Chatfield et al. (2010). Introduction to the exponential family of

distributions and the definitions of the generalized linear models are presented.

Considering a single random variable Y whose probability distribution depends on

a single parameter θ, the distribution is part of the exponential family on conditional

that it may be denoted as

f(y; θ) = s(y)t(θ)ea(y)b(θ), (3.1)

where a, b, s and t are familiar functions. The symmetric relationship linking y and θ

is asserted on conditional that the equation 3.1 is denoted as follows;

13
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f(y; θ) = exp[a(y)b(θ) + c(θ) + d(y)], (3.2)

where s(y) = exp[d(y)] and t(θ) = exp[c(θ)].

If a(y) = y, the distribution is within the canonical (standard) structure and b(θ)

is known as the natural parameter of the distribution. In the presence of other pa-

rameters than parameters of concern θ, those parameters are known to be the nuisance

parameters that form a portion of the functions a, b, c, and d, are regarded as known.

Now let’s assume E(Yi) = µi. Here µi exist as a function of θi. In the generalised

linear model, µi is transformed to an extent that g(µi) = XT
i β, here g is known as a

monotone, that is a contrasting function named the link function; Xi is a p× 1 vector

of independent variables,

Xi =


xi1
...

xip

 (3.3)

so,

XT
i =

[
xi1 . . . xip

]
(3.4)

and β is known as the p× 1 vector of parameters β =


β1
...

βp

. The vector Xi is known

as the ith column of the design matrix X.

A generalised linear model consists of three components;

1. Dependent parameters Y1, . . . , YN are assumed to share the identical distribution

from the exponential family usually referred to as the random component;

2. A set of parameters β and explanatory variables X =


XT

1

...

xT
N

 =


x11 . . . x1p
...

...

xN1 xNp


known as the systematic component;
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3. A monotone link function g such that g(µi) = XT
i β. Here µi = E(Yi) referred to

as a link function.

A logistic regression model is one kind of the generalised linear model utilised when

the response variable follows a binomial distribution. The response variable for the

current study, employment status was categorised into two categories: employed and

unemployed. Let Yi

Y =

1, if a woman is unemployed

0, if a woman is employed ,

where i = 1, . . . , n. Let P (Yi) = πi. The general logistic regression model expresses πi

as a function of the parameters through an equation of the form

logit(πi) = log

(
πi

1− πi

)
= xTi β. (3.5)

Equation 3.5 implies that πi = g(xTi β). The maximum likelihood approximates of

the parameters β are acquired by maximising

log(π1, . . . , πN; y1, . . . ,yN) =

[ N∑
i=1

yi log

(
πi

1− πi

)
+ ni log(1− πi) log

ni

yi

] (3.6)

3.3 The multilevel model

3.3.1 The linear multilevel model

A multilevel regression model is known as the hierarchical linear model, the random

coefficient model, the variance component, and the mixed model. This model presumes

the hierarchical data, with the response variable measured at the lowest level and the

explanatory variables at all the existing levels. Two levels are considered for the current

study, that is, the respondent and the provincial levels. The measurements on the
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response variable are expressed as Yij , here i is known as the respondent, and j is known

as the provincial level. Following the fundamental concepts of the multilevel modelling

given by Goldstein (2011), a 2-level multilevel model can be expressed generally as

y = α + βx+ e, (3.7)

where j makes reference to the level 2 component and i to the level 1 component.

However, equation 3.7 is a one-level model up to this point. To convert equation 3.7

into a real 2-level model, αj and βj are allowed to be random variables. To make the

notations to be consistent, αj and βj are replaced by β0j and β1j respectively and we

assume that

β0j = β0 + u0j ,

β1j = β1 + u1j ,

where u0j and u1j are arbitrary variables with parameters E(u0j) = E(u1j) = 0 and

var(u0j) = σ2
u0, var(u1j) = σ2

u1, cov(u0j, u1j) = σu01. Now, equation 3.7 may be

given by;

yij = β0 + β1xij + (u0j + u1jxij + e0ij), (3.8)

where var(e0ij) = σ2
e1. The response yij is demonstrated as the summation of a fixed

proportion and a random portion in the brackets. The fixed portion of equation 3.8

may be expressed generally in matrix form

E(Y ) = Xβ,

with Y = {yij}

E(yij) = Xijβ = (Xβ)ij, X = {Xij},

where {} denotes a matrix, X is the design matrix for the independent variables

and Xij is the ijth row of X. For this equation 3.8 it is given as

X =
{

1 xij

}
(3.9)
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In the multilevel regression analysis, two various likelihood functions are commonly

utilised: the full maximum likelihood and the restricted maximum likelihood. The

restricted maximum likelihood magnifies a likelihood function that is constant for the

fixed effects whereas the full maximum likelihood magnifies both the fixed and the

random part. The part of variance within the inhabitants defined by the grouping

structure is expressed by the ICC ρ. ρ is estimated by the model which comprises no

independent variables referred to as the intercept-only model

Yij = γ00 + u0j + eij (3.10)

by the use of the model above, the ICC (Intraclass Correlation Coefficient) ρ is approx-

imated through equation

ρ =
σ2
uo

σ2
uo + σ2

e

, (3.11)

where σ2
uo is known as the variance of the 2-unit residuals u0j and σ2

e is known

as the variance of level 1 residual eij . The following subsection will be covering the

multilevel binary logistic model.

3.3.2 Multilevel binary logistic

Let’s denote the response of person i in class j be encoded as Yij = 1 for the responses in

the target class (unemployed women) and Yij = 0 for response in other class (employed

women). Level one logistic regression model for the likelihood that the person i within-

cluster j has a response in the target class (employed women) is

P (Yij = 1) =
exp(β0j + β1x1ij + . . .+ βpxpij)

1 + exp(β0j + β1x1ij + . . .+ βpxpij)
, (3.12)

where xpij is the value of the pth level one predictor variable for person i in group

j, β0j is the intercept for group j, and βp is the regression coefficient for xpij in group

j.
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3.3.3 Random intercept model

This model is utilised to evaluate the hidden variety within the general response by pre-

senting the random effects. Within the random intercept model, the only random effect

is the intercept which implies these classes vary regarding a common value regarding

a response variable, but the link connecting the independent and also the dependent

variables can’t vary among the classes. A random intercept model indicates the log-

odds, for example, the logit of πij , as a quantity of a linear function of the independent

variables. such that,

log(πij) = log

(
Pij

1− Pij

)
= β0j + β1x1ij + β2ij + . . .+ βkxkij, i = 1, 2, . . . n, j = 1, 2, . . . J ,

(3.13)

where the intercept term β0j is presumed to differ randomly and is denoted by the

summation of mean intercept β0 and group-response random errors U0j , such that

β0j = β0 + U0j . This results in

logit(Pij) = β0 +
k∑
h=1

βhxhij + U0j , (3.14)

where β0 +
∑k
h=1 βhxhij is referred to as the fixed portion of the model, whereas the

last part U0j is known as the random part of the model. The residual U0j assumed to

be mutually independent and normally distributed with mean of zero and variance σ2
0.

3.3.4 Random coefficient model

This model expands from the random intercept model by permitting the results of indi-

vidual forecasts to differ randomly over level two, such that, level one slope coefficients

are permitted to employ varying values within varying cluster collections, (Chikako,

2018). Within the random coefficient model the intercepts, as well as the slopes, are

permitted to vary over the province; Which is denoted as,

log(πij) = log

(
Pij

1− Pij

)
+ β0 +

k∑
h=1

βhxhij + U0j +
k∑

h=1

U1jX1ij (3.15)
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In the current study, the parameter approximation can be done by the maximum like-

lihood approximation and the Bayesian approximation approach.

3.4 Frequentist parameter estimation

3.4.1 Maximum marginal likelihood approximation

In the current section, a two-level model is considered;

g(πij) = xTijβ + ZTijuj , (3.16)

where xij = p[yij = 1|uj], (j = 1, . . . , J, i = 1, . . . , n) and uj ∝ N(0,Ω). With

independence assumption, the conditional probability of component j (second level )

extracts the binomial structure. The log minor probability can be acquired by merging

across the random effects and may be given as follows;

`j(β,Ω) = log

∫ nj∏
i=1

π
yij
ij (1− πij)1−yijφ(uj,Ω)duj, . . ., (3.17)

where φ(uj,Ω) is known as the normal density function N(0,Ω). The log marginal

probability

`(β,Ω) =
n∑
j=1

`j(β,Ω), . . .

can be maximized to get β and Ω estimates utilising any quality optimisation proce-

dures. There is a need to do the numerical integration since equation 3.17 is intractable.

The integral can be evaluated using the Gauss-Hermite quadrature. The technique is

known to work well if the dimension of the integration is small.

To reduce the computational load which is brought by numerical integration require-

ments, several approaches had been proposed. The approaches involve the marginal

quasi-likelihood (MQL) and penalised quasi-likelihood (PQL). The PQL makes use of

Laplace’s integral estimation. The PQL and MQL are considered as repetition ap-

proaches. These procedures require fitting the linear multilevel models conditional on
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the 1st order Taylor extension for mean function regarding the contemporary fixed

portion predictor (MQL) or the contemporary forecast value (PQL). Even though the

above-estimated techniques are computational coherent than the maximum likelihood

procedures they have got some shortcomings. These procedures may produce results

that are biased when the number of simulations is quite large.

3.4.2 The Laplace Approximation

Considering the model g(π) = Xβ + Zu with u ∝ N(0,Ωθ), here Ω is known as

the q × q dimension variance-covariance matrix. Even though Ω remains a big matrix,

it’s set on through a variable vector θ, of which the proportion is generally compact.

In this section, the interest is in obtaining the estimate of β̂ and θ̂ which maximises

the probability of variables β and θ, provided data y. The likelihood correspond

numerically to the marginal density of y, provided β and θ;

f(y|β, θ) =

∫
u

p(y|β, u)f(u|Ω(θ))dθ, (3.18)

where f(y|β, θ) is known to be the probability mass function of y, β, and u specified,

where f(u|Ω) is the Gaussian probability density at u and p(y|β, u) is given as the

conditional quantity of y. In a case where p(y|β, u) is binomial, the above integral do

not have a closed form solution. The Laplace approximation is one way to approximate

it and find its solution. To get Laplace’s estimation to the likelihood L(β, θ|y), the

numerical of an integral part in equation 3.18 is replaced with intrinsic 2nd order Taylor

sequence at conditional maximum, u(β, θ).
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3.5 Model diagnostics and selection

3.5.1 The Deviance

Deviance is one of the widely utilised statistics for the evaluation of the goodness of fit.

It is explained as;

D2 = 2{ln[Ls(β̂)]− ln[Lm(β̂)]}, (3.19)

with ln[Ls(β̂)] defined as the maximised log-likelihood for adapted model and ln[Lm(β̂)]

is known as a maximised log-likelihood of a full model. Deviance contrast the forecasted

values of the fitted model with the ones forecasted by the most absolute model that

one could possibly fit. The large value of D2 shows evidence that there is a lack of fit.

D2 converges asymptotically to a χ2 distribution under a specific regularity condition,

with p degrees of freedom; D2 ∝ χ2(p), p is given as the contrast linking the number

of variables within the full model and the sum of variables within the considered model.

A full model is the biggest feasible model a researcher may fit and it guides to an ideal

forecast of the result of interest.

3.5.2 Akaike’s Information Criterion (AIC)

The AIC is the extensively utilised procedure for the selection of the model, (Acquah,

2010). The AIC aims to choose a model which reduces the negative likelihood penalised

by the aggregate of variables. The AIC is given mathematically by;

AIC = −2 log(L̂) + 2p, (3.20)

where L̂ is known as the probability of the equipped model, and p is the sum of variables

within a model. Low AIC values indicate a better fit.

3.5.3 Bayesian Information Criterion (BIC)

The BIC is another method for the selection of a model that measures the establishment

linking model fit and complication of the model, (Acquah, 2010). The BIC can be
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represented mathematically as;

BIC = −2 ln(L̂) + p ln(n), (3.21)

where L̂ is the maximized value of the likelihood function, n is the number of

recorded observations or sample size and p is the number of approximated parameters

by the model.

3.5.4 Diagnostics for multilevel models

(DHARMs) Diagnostics for Hierarchical Regression models, was created by Hartig

(2020), it creates readily illustratable residuals of generalised linear (mixed) models

which are consistent with values between 0 and 1, and can be illustrated as naturally as

the residuals for the linear model. This is attained by a simulation-based method, same

as the Bayesian p-value or the parametric bootstrap, which changes the residuals to a

consistent scale. Below is the residual plot for the multilevel null model, the random

intercept model, and the random coefficient model.
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3.6 The Bayesian estimation approach

The difference between Bayesian inference classical inference is that the Bayesian in-

ference treats variables as random parameters and it uses data to incorporate prior

knowledge regarding parameters and functions of these parameters. Model predictions

are required and are being provided as a portion of the updating strategy. Understand-

ing the prior and the posterior regarding the parameters, as well as the inference for

functionals and the predictions, are indicated in terms of densities. To understand the

Bayesian inference, one must first understand its basis obtained from basic probability

theory, Congdon (2005). Consequently, the conditional probability of A and B is given

as

Pr(A|B) =
Pr(B|A)Pr(A)

Pr(B)
.

B is replaced with the estimation of y, A is replaced with a set of parameter θ and

probabilities are replaced by densities result in the relation

p(θ|y) =
p(θ, y)

p(y)
=
p(y|θ)p(θ)

p(y)
, (3.22)

where p(y|θ) is the likelihood of y under a model and p(θ) is the prior density or the

density of θ before y is observed. This density expresses the accumulated knowledge

about θ. The classical analysis through the maximum likelihood focuses on the like-

lihood p(y|θ) without introducing a prior, whereas a fully Bayesian analysis updates

the prior information about θ with the information contained in the data. The de-

nominator p(y) =
∫
p(y|θ)p(θ)dθ in equation 3.22 defines the marginal likelihood or

the prior predictive density of the data and may be set to be an unknown constant c.

Consequently the posterior inferences about θ under equation 3.22 can be equivalently

stated in the relation

p(θ|y) =
p(y|θ)p(θ)

c

or

p(θ|y) ∝ p(y|θ)p(θ)
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which is expressed as posterior is correspondent to the likelihood multiplied by the

prior.

3.6.1 The likelihood function

Following a brief description of the likelihood inference for GLMM(Generalised linear

mixed model) which is found in Fahrmeir and Tutz (2013), in GLMM it is assumed that

the effect yi is conditionally independent, conditional density for an entity i is written

as;

f(yi|β, bi) =

ni∏
j=1

f(yij|β, bi), (3.23)

where f(.) is known as a density or probability mass function from the exponential

family. The marginal density f(yi) is determined by integrating the random effects in

the conditional density

f(yi) =

∫
f(yi|β, b)f(bi|D(δ))dbi, (3.24)

the marginal likelihood for all m entities can be defined as

L(β, b, δ) =
m∏
i=1

∫ nj∏
j=1

f(yij|β, bi)f(bi|D(δ))dbi, (3.25)

where δ are unknown hyper-parameters which determine the distribution of the random

effects covariance matrix D(δ).

3.7 A Bayesian generalised linear mixed model

The model

The Bayesian GLMMs are an extension of the Bayesian LMM. Bayesian generalized

linear mixed models vary from Bayesian linear mixed models in the following ways;

1. The relation linking the response, the parameters, and the random effects are

non-linear.
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2. The dependent follows a dispersal within the exponential family, not a normal

distribution.

Now, assume that the dependents {yi1, yi2, . . . , yini} in ith group are condition-

ally independent given the average of the parameters β and the random effects ui.

Suppose that yi = (yi1, yi2, . . . , yini)
T , then a saturated Bayesian GLMM may be

given as; E(yi|β, ui) = g(Xiβ + Ziui), with i = 1, . . . , ni, ui ∝ N(0,Ω), β ∝ N(β0, σ0),

Ω ∝W−1
q (η,Ψ).

Here g(.) is called the inverted link function (in this case, the inverted logit link) and

Xi(ni × p) and Zi(ni × q) are called the design matrices, W−1
q (η,Ψ) is the inverted

Wishart dispersal with η and Ψ parameters and the random effects ui(1× q).

Assume that the β0 and σ0 hyper-parameters are known. Let ui = (u1, u2, . . . , uq),

then further presume that the prior distributions are independent, i.e, f(β,Ω) = f(β)f(Ω).

The posterior distribution of all parameters can be given as;

f(β,Ω, u|y) ∝
[
n∏
i=1

ni∏
j=1

f(yij|β, ui)f(β)

] [
n∏
i=1

f(ui|Ω)f(Ω)

]

The conditionals for the Bayesian inference are written as;

f(β|ω, u, y) ∝
[
n∏
i=1

ni∏
j=1

f(yij|βj, ui)f(β)

]

f(u|β, ω, y) ∝
[
n∏
i=1

ni∏
j=1

f(yij|βj, ui)f(ui|Ω)

]

f(Ω|β, u, y) ∝
[
n∏
i=1

f(ui|Ω)f(Ω)

]
,

where,

[Ω|β, u, y] ∝W−1
q

(
η + E

n

2
,Ψ +

n∑
i=1

uiu
T
i /2

)
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The prior distribution

The choice of prior distributions in Bayesian inference is of the greatest significance.

Most of the arguments adjoining the utilisation of the Bayesian procedures focus on

the prior distribution. The Bayesian estimation can be affected by the choice of a prior

f(θ). A powerful prior possesses more effect on the Bayesian inference. Without any of

the prior details, the non-informative prior can be used; f(θ) ∝ 1. In the Bayesian in-

ference, the likelihood is given by; L(θ|y) = f(y|θ), such that f(θ|y) ∝ L(θ|y)f(θ).

This implies that for the relationship linking the Bayesian and the likelihood established

methods, particularly while a non-informative prior is utilised, the Bayesian inference

is reduced to the likelihood inference. Within the process of selecting a prior distribu-

tion, given no valid motive to choose a single prior above the other, a conjugate prior

distribution can be selected for simplicity.

While using the conjugate prior distribution, the generated posterior distribution is

a member of the same family of the distribution as well. The prior distribution f(θ)

is assumed that is conjugate to f(y|θ) on conditional that the posterior distribution

f(θ|y) belongs to a similar group as the prior distribution f(θ). Take, for example,

the normal (Gaussian family) is an independent conjugate (conjugate of itself), on con-

dition that a normal distribution is utilised, then the derived posterior distribution also

belongs to the normal distribution.

Every member within the exponential family possesses a conjugate prior. In most

regression models, the multivariate ordinary distribution is chosen for the mean pa-

rameters β like a prior distribution, presume that β ∝ N(β0,Σ0) where β0 and σ0

are regarded as hyper-parameters. The hyper-parameters are also assumed unknown

and can lead to additional hierarchy in the model specification, though this is regarded

as the last stage in practice. The priors Σ−1
0 ≈ 0 or β0 ∝ U(−∞,∞) are chosen if

a non-informative prior is desired for the variance-covariance matrices. The Wishart
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distribution is normally utilised as a prior distribution.

The Wishart distribution is generalised into 2 distributions, the gamma distribution

of multiple dimensions and the χ2 distribution. The Wishart distribution works well

in the approximation of the covariance matrices. For illustration, allow Z to be n× p

matrix, with ith row Zi ∝ Np(0, v) independently, V is known as p× p covariance

matrix, that is, a positive definite. A probability distribution of W = ZTZ has a

Wishart distribution with n degrees of freedom and is given as Wp(v, n), of which the

density function may be given by;

f(W ) =
|W |(n−p−1)/2

2np/2 | V |
Γp

(
n

2

)
exp

(−1

2
tr(V −1W )

)
, (3.26)

where W > 0 (positive definite), tr is the trace function, Γp(.) is the multivariate

gamma function denoted as;

Γp

(
n

2

)
= π

p(p−1)
4

j=1∏
p

Γ

(
(n+ 1− j)

2

)
. (3.27)

The wishart distribution Wp(v, n) has a mean nV and a mode (n− p− 1)v for

n ≥ p+ 1. When p = 1 and V = 1, the Wishart distribution Wp(V, n) correspond

with the univariate χ2 distributions. In a multivariate normal distribution, the Wishart

distribution is known as the distribution of the maximum likelihood estimate for the

covariance matrix.

The covariance matrix of a multivariate normal distribution has a conjugate prior

which is the inverted Wishart distribution explained below. Let’s assume that p× p

arbitrary matrix A ∝WP (V, n), therefore, B = A−1 possesses an inverted Wishart

distribution indicated byW−1
p (V −1, n) or IWp(V

−1, n) to whom probability density

function is written as;

f(B) =
| V |−n

2 | B |
−(n+p+1)

2
exp(−tr(V −1B−1))/2

2
np
2

Γ
(n/2)
p

(3.28)
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then the average ofW−1
p (V −1, n) is denoted byE(B) =

V −1

n− p− 1
. LetX = (x1 . . . xn),

with xi ∝ Np(0, σ) assume a prior distribution, Σ ∝W−1
p (Φ,m), posterior distri-

bution is written as;

Σ|X ∝W−1
P (XXT + Φ,m+ n).

When p = 1, the inverted wishart distribution decreases to an inverted gamma distri-

bution.

3.8 Estimation of parameters using MCMC meth-

ods

The two most commonly used Markov Chain Monte Carlo methods are the Metropolis-

Hastings and the Gibbs sampler. The two algorithms are based on simulating dependent

samples of a Markov chain type, which result in the MCMC sampling. The MCMCs

are method-based and do not use integration.

The Metropolis-Hastings algorithm

The Metropolis-Hastings method was first introduced by Metropolis et al. (1953) and

was then extended further by Hastings (1970). It is known as an MCMC procedure that

does not require full conditionals, unlike the Gibbs sampler. In the Bayesian framework,

the Metropolis-Hastings method can be implemented in the successive iterative steps.

Let θ be a vector of a parameter of the interest and f(θ|y) be the posterior dis-

tribution, T is the sample size. Concerning θ and f(θ|y), the method may be stated

as;

� Set initial values of θ(0) for t = 1, 2, . . . , T, the next steps are repeated.

Set θ = θ(t−1)

� New candidate values of θ
′

are generated from the proposal density distribution

q(θ
′|θ).



CHAPTER 3. METHODOLOGY 29

Then calculate α = min

(
1,
f(θ

′|y)q(θ|θ′)
f(θ|y)q(θ′|θ

)
� update θ(t) = θ

′
with probability α and θ(t) = θ(t−1) with probability 1− α

There is no need to evaluate the normalising constant f(y) connected in f(θ|y) since

it cancels out in the α.

The Gibbs sampler

The Gibbs sampling was first established by Geman and Geman (1984). It is regarded

as a randomized algorithm for acquiring a sequence of observations approximated from

a specified probability distribution. It produces a Makov chain of samples, with the

neighbouring samples correlated.

For illustration purposes, suppose that the interest is in sampling from the posterior

p(θ|y), here θ is a vector of two parameters, that is, θ1 and θ2. The sampling procedure

is commenced by a starting value for the parameters, i.e θ0, for θ0
1 and θ0

2. The posterior

distribution is explored by generating θk1 and θk2 , where k = 1, 2, . . . in successive

order. Essentially, given θk1 and θk2 at iteration k, the k + 1 value of each of the

parameters is produced under the following iterative strategy;

� Extract θk+1
1 from p(θ1|θk2 , y)

� Extract θk+1
2 from p(θ2|θk+1

1 , y).

Then the Gibbs sampler generates a series of values θk = (θk1 , θ
k
2)T , k = 1, 2, . . .

which are dependent and produce a chain. The summary measures, that is, the mean

or the mode from the chain estimate the accurate posterior measures.

3.9 Convergence diagnostics for a Makov chain

The use of a Markov chain techniques is rooted in the property that the produced chain

eventually generates a sample from the posterior distribution and that the summary
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measure determined consistently estimates the corresponding true posterior measures.

The idea is for the chain to converge to a stationary distribution, i.e, the target poste-

rior distribution. The main aim of the convergence techniques in an MCMC algorithm

is to check how near the process is to the real posterior distribution.

In an MCMC algorithm, the convergence is an asymptotic characteristic which sug-

gests that the distribution of θk, i.e pk(θ) converges to the target distribution p(θ|y)

as k −→∞, k is known as the number of iterations. The evaluation of the conver-

gence of a chain involves the assessment of the convergence of the marginal posterior

distribution by examining how well the chain is mixing or moving around the parameter

space. Statistical and graphic tests can be used to check if convergence is convenient

through convergence diagnostics. Primarily, the diagnostics are used to examine for the

static of the chain and confirm the validity of the posterior summary measures.

Different convergence diagnostics are available and for the current study, trace plots,

Geweke plots, and the Heidelberger-Welch (HW) are being utilised. The trace plots

are plots of iteration number against the value of the draw of the parameter at each

iteration. The trace plots are generated for each parameter independently and the

assessments are done univariately. A stationary chain forms the informal ”thick pen”,

Gelfand et al. (1990). A trace plot that portrays the dependence of the chain on its

opening state by disclosing an upwards or downwards trend suggests gross deviations

from stationarity. The Geweke diagnostics for a Markov chain was first implemented

by Geweke (1992). It is based on a comparison of the averages of an initial and last

part of the chain using a significant test. Assume that there are n values of θk assumed

to be i.i.d and suppose that they are broken into two parts: the initial part (A) with

nA elements and the last part (B) with nB elements with posterior means θ̄A and θ̄B

respectively. A Z-test can be used to compare the means based on

Z =
θ̄A − θ̄B√
s2A
nA

+
s2B
nB

, (3.29)
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where s2A and s2B are known as the classical estimates of the respective variances. Still,

the elements of a Markov chain are dependent, consequently, another estimator of

the variance is needed. A spectral density concept is utilised based on a time series

approach. To make sure that θ̄A and θ̄B are independent. Geweke (1992) recommended

taking for A the initial 10% of the iterations, nA = n
10
, and for B the last 50%, nB = n

2

to generate a distance between the two parts. Therefore, if the ratios nA

n
and nB

n
are

fixed with (nA + nB)|n < 1, thus, it is known that Lesaffre and Lawson (2012) and

Brooks and Roberts (1998),

Z =
θ̄A − θ̄B√
s2A
nA

+
s2B
nB

→d N(0, 1) (3.30)

as n → ∞. This result is used to test the null hypothesis of equal location. If |Z| is

large, the null hypothesis is rejected, this indicates that the chain has not converged

by iteration k. The Heidelberger-Welch (HW) diagnostic was first proposed by Heidel-

berger and Welch (1983). It is an automated test for checking the stationarity of the

chain and to further assess whether the length of the chain is adequate to ensure the

desired accuracy for the posterior means of the parameters.

To decide either to accept or reject the null hypothesis that the chain is from a

stationary distribution, the Cramer-von mises test statistic is used. Two steps are

involved in the test: checking stationarity and determining accuracy. The first step is

based on say, N iterations. The test statistic is calculated, after that the null hypothesis

of stationarity is either accepted or rejected. If rejected, the first 10% of the chain is

thrown away and another test statistic is calculated on the 90% remaining. The process

goes on till the null hypothesis is accepted or if half of the chain is thrown away at the

stage in which the chain fails the test and it needs to be run longer. In the second

step, the part of the chain not thrown away is considered and the half-width of the

(1 − α)% credible interval is calculated around the mean. A threshold value, say, ε is

determined and if the half-width and the mean is lower than ε, then the chain passes

the test, otherwise it must be run longer.
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3.10 Integrated nested laplace approximation

The integrated nested Laplace approximation (INLA) is an alternative to MCMC sam-

pling which was introduced by Rue et al. (2009). The INLA is an approximate Bayesian

approach. This method carries out Bayesian inference over a wide grade of latent Gaus-

sian models. The Gaussian models are models of an effect variable yi which presume in-

dependence depending on certain fundamental latent field ξ and a vector of parameters

θ. This method directly estimates the posterior of interest with an accurate expression

contrasted to the MCMC methods that sample out of a posterior distribution.

The INLA method aims at approximating the minor posterior for the latent variables

and also hyperparameters of this Gaussian latent model is denoted as

f(ξi|y) =

∫
f(ξi|θ, y)f(θ|y)dθ (3.31)

f(θj|y) =

∫
f(θ|y)dθ (3.32)

The fundamental of the estimation belongs to the union of Laplace approximation to

the thorough condition f(θ|y) and f(ξi|θ, y), for i = 1, 2, . . . , n and computational

integration procedures to merge away hyperparameters θ. To obtain the minor poste-

riors within equation 3.31 and equation 3.32, the estimation requires the following 3

procedures. The 1st procedure is to estimate the saturated posterior f(θ|y). To per-

form this, f(ξ|θ, y) is approximated with a multivariate Gaussian density f̃G(ξi|θ, y)

estimated on its mode. Therefore, the posterior density of θ is estimated by utilising

the Laplace estimation

f(θ|y) ∝ f(ξi,θ, y)

f̃G(ξi|θ, y)
|ξ = ξ ∗ (θ), (3.33)

where ξ ∗(θ) is known as the mode of the saturated conditional of ξ for a specified θ. No

accurate clarification is applicable for ξ ∗ (θ), an analytical method such as the Newton-

Raphson algorithm may be utilised. In the 2nd procedure, the Laplace estimation of the

full conditionals is computed f(ξi|y, θ) for chosen values of θ. The chosen values of θ
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should be selected precisely as will be utilised as assessment marks in the computational

integration enforced to acquire the posterior minors of ξi in equations equation 3.31 and

equation 3.32. The density f(ξi|y, θ) is estimated using Laplace estimation explained

by;

fLA(ξi|θ, y) ∝ f(ξi,θ, y)

f̃G(ξ−1|ξiθ, y)
|ξ−1 = ξ−1 ∗ (ξi, θ), (3.34)

where ξ−1 indicates the vector ξ with ith element excluded, f̃G(ξ−1|ξiθ, y) is known as

the Gaussian approximation of f(ξ−1|ξiθ, y), treating ξi as fixed and ξ−1 = ξ−1 ∗ (ξi, θ)

is the mode of f(ξ−1|ξiθ, y). The last step includes joining the 2 saturated posteriors

acquired in the preceding procedures and the minor densities of ξi and θj acquired

by merging away from the applicable expression. The estimation of the minor latent

variables may be acquired by the terms

f(ξi|y) =

∫
f(ξi|y, θ)f(θ, y)dθ ≈ Σkf̃(ξi|θk, y)f̃(θk|y)∆k (3.35)

which is estimated utilising computational integration on coordination of grid marks

for θ, with area masses ∆k for k = 1, 2, . . . , K.
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Results

4.1 Univariate analysis

This section presents information on the demographic and the socioeconomic charac-

teristics of the survey respondents such as age, education, place of residence, marital

status, employment, and wealth status. This information is useful for understanding

the factors that affect women unemployment in South Africa. A total number of 8,514

women aged 15-49 were interviewed in the SADHS 2016 with the standard individual

questionnaires. The black African is the largest self-reported population group, making

up 86.4% of the women, and the other categories, White, Coloured, Indian/Asian, and

Other constituted small percentages. The Coloured, the Indian/Asian, and the Other

categories were combined to form the ’Other’ category as shown in Table 4.1 below.

Table 4.1: Distribution of the respondents by race.

Race frequencies percentage

Black/African 7359 86.4

Other 941 11.1

White 214 2.5

Total 8514 100

34
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Table 4.2 indicates that about 77.3% of the South African women have at least

some secondary education and about 10.4% of the women have gone beyond secondary

school. Only 2.2% of the women have not attended school at all. Almost all women

aged 15-49 (97.8%) in South Africa have attained some education.

Table 4.2: Summary of the respondents educational attainment.

Educational

level

frequencies percentage

No education 190 2.2

Primary 862 10.1

Secondary 6581 77.3

Higher 881 10.4

Total 8514 100
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The household scores were specified based on the quantity and types of consumer

goods they possess, varying from a television to a bicycle or a car, and the housing

characteristics like the water supply, the toilet provision, and the floor materials. Ta-

ble 4.3 represents the distribution of the household inhabitants by the wealth index.

The richest class constitutes about 10% while the poorest, poorer, middle, and richer

constitute about 20% each.

Table 4.3: Summary of respondants wealth index.

Wealth index frequencies percentage

Poorest 1763 20.71

Poorer 1865 21.91

Middle 1956 22.97

Richer 1733 20.35

Richest 1197 14.06

Total 8514 100



CHAPTER 4. RESULTS 37

South Africa has divided into nine regions or provinces and the largest percentage of

the respondents lived in the Kwazulu-Natal (16%), followed by Limpopo (13%). Only

7.7% of the respondents lived in the Western Cape province. The complete distribution

is given in Table 4.4 below.

Table 4.4: Distribution of respondents per region.

Region frequencies percentage

Western cape 656 7.7

Eastern cape 1041 12.2

Northern cape 718 8.4

Free state 854 10.0

Kwazulu-Natal 1360 16.0

North west 863 10.1

Gauteng 863 10.1

Mpumalanga 1054 12.4

Limpopo 1105 13.0

Total 8514 100
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Table 4.5 below shows that two-thirds of the women aged 15-49 (67.8%) have re-

ported that they were not working and about 32.2% of the women responded that they

were employed.

Table 4.5: Summary of respondants employment status.

Employed frequencies percentage

Yes 2740 32.2

No 5774 67.8

Total 8514 100

The majority of South African women stay in urban areas. The data indicates that over

half (56.4%) of the respondents were residing in the urban areas and about (43.6%) of

the respondents were in the rural areas.

Table 4.6: Distribution of the respondents by the type of residence.

Residence type frequencies percentage

Urban 4805 56.4

Rural 3709 43.6

Total 8514 100

The respondents who went through to attain higher education were assumed to be liter-

ate. The remaining respondents, shown a typed sentence to read aloud, were regarded

literate if they were able to read all or portion of the sentence. The illiterate category is

a combination of the categories, ’Cannot read at all’, ’No card with required language’

and the literate category is a combination of categories, ’Able to read’, ’Can only read

part of the sentence’ and ’Can read all of the sentence’. For the category ’blind or

visually impaired’, there was no indication of whether the blind persons had a reading

support device to enable them to read, hence, we cannot state whether they were able

to read or not. Table 4.7 below indicates that almost all of the women aged 15-49

(96.1%) in South Africa were literate.
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Table 4.7: Respondents literacy staus.

literacy status frequencies percentage

Blind 8 0.1

Illiterate 324 3.8

Literate 8182 96.1

Total 8514 100

Table 4.8 shows that six in ten of the women aged 15-49 (60.3%) reported that they were

single or have never been in a union (never married or lived together with a partner as

though married) and one-thirds of the women (33.4%) reported that they were married

or stay with a partner as though they were married at the time of the survey. Very few

women (6%) were either divorced or widow and the two categories were combined to

form one category.

Table 4.8: Respondents marital status.

Marital status frequencies percentage

Single 5134 60.3

Married 2841 33.4

Divorced/widow 539 6.3

Total 8514 100
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Table 4.9 indicates the frequency of the respondents in each of the five-year age

groups. These results show that the proportion of the respondents in each age group

decrease with an increase in age.

Table 4.9: Distribution of respondents by age group.

Age group frequencies percentage

15-19 1505 17.7

20-24 1408 16.5

25-29 1397 16.4

30-34 1295 15.2

35-39 1032 12.1

40-44 964 11.3

45-49 913 10.7

Total 8514 100

Table 4.10 below represents the women’s exposure to the use of the internet. The

women who were exposed to the internet ’less than once a week’ and those exposed

’at least once a week’ were grouped to form the category ’Weekly’ and those women

who responded that they use it ’almost every day’ were grouped as ’daily’ users. The

internet is one of the critical tools through which most information is shared. Since on

the questionnaire of the data set used there was no question asked the respondents on

the steps taken to search for employment, the study assumes that the women might

have used this tool to search for jobs. The results on the table below indicate that over

half of the women responded that they were never exposed to the use of the internet.

Only 42.5% of the women responded that they were exposed to the internet on ’weekly’

and ’daily’ basis.
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Table 4.10: Respondents’ use of internet.

Frequency of internet use Count percentage

Never 4892 57.5

Weekly 1153 13.5

Daily 5469 29.0

Total 8514 100

4.2 Multilevel logistic regression analysis

In this section, the multilevel logistic regression model was constructed using the lme4

package Bates et al. (2015) and the function glmer was also used to compute multilevel

logistic regression model from a GLMM perspective for women unemployment on the

demographic and socioeconomic variables. The fixed effects considered are the women’s

demographic and socioeconomic variables. Two levels were considered, the first level

being the individual level and the second level being the provincial level.

4.2.1 Multilevel Logistic Regression Model (NULL)

The Multilevel Logistic Regression null equation is given as

logit(Pij) = β0 + U0j (4.1)

The empty model constructed below consists of no independent variables and may be

regarded as a parametric variation of estimating diversity among the provinces con-

cerning women’s unemployment status. To acquire the approximation of how much of

the difference in unemployment among women aged between 15-49 years is due to the

provincial level components, it is helpful to see the intra-region correlation coefficient

(ICC). The ICC was found to be 0.04547 that estimates the proportion of variance of

women unemployment, which is between provinces, not in provinces. This means that

around 4.55% of the variance in the women unemployment is due to the variation across

(between) the provinces. Whereas the remaining 95.45% is due to the individual level,
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i.e., within the province differences. The ICC is non-zero which justifies the use of the

multilevel approach to the analysis.

Table 4.11: Results Multilevel Logistic Regression Model (NULL).

Fixed part Estimate Std.Error P-value

β0(intercept) -0.72075 0.07651 < 0.00001 ∗ ∗∗

ICC 0.04547

4.2.2 Random Intercept Multilevel Logistic Regression Model

The random intecept multilevel logistic regression equation is given as;

log(πij) = log

(
Pij

1− Pij

)
= β0j + β1x1ij + β2x2ij + . . .+ βkxkij, i = 1, 2, . . . n, j = 1, 2, . . . J

(4.2)
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Table 4.12: Results of a Random Intercept Multilevel Logistic Regression Model.(MLR

estimation approach)

Covariates Estimate Std.error P-value 95% CI

Intercept -4.763912 0.795919 < 0.00001∗∗∗ (-6.324 -3.204)

Education(Primary) -0.005362 0.200765 0.978693 (-0.399 0.388)

Education(Secondary) 0.146400 0.200367 0.464985 (-0.246 0.539)

Education(Higher) 0.794384 0.217608 0.000262 ∗ ∗∗ (0.368 1.221)

Residence type(Rural) -0.130704 0.068790 0.057428 . (-0.266 0.004)

Age group(20-24) 2.148082 0.192019 < 0.00001∗∗∗ (1.772 2.524)

Age group(25-29) 3.210070 0.188198 < 0.00001∗∗∗ (2.841 3.579)

Age group(30-34) 3.665441 0.189963 < 0.00001∗∗∗ (3.293 4.038)

Age group(35-39) 3.894134 0.193079 < 0.00001∗∗∗ (3.516 4.273)

Age group(40-44) 4.032322 0.195216 < 0.00001∗∗∗ (3.650 4.415)

Age group(45-49) 4.107958 0.197904 << 0.00001 ∗

∗∗

(3.720 4.496)

Race(Other) 0.221931 0.096820 0.021893∗ (0.032 0.412)

Race(White) 0.271852 0.172270 0.114554 (-0.066 0.609)

Wealth index(Poorer) 0.183331 0.085577 0.032169∗ (0.016 0.351)

Wealth index(Middle) 0.192080 0.087513 0.028172∗ (0.021 0.364)

Wealth index(Richer) 0.263954 0.097716 0.006908 ∗ ∗ (0.072 0.455)

Wealth index(Richest) 0.515605 0.116074 < 0.00001∗∗∗ (0.288 0.743)

Internet use(weekly) 0.552972 0.087281 < 0.00001∗∗∗ (0.382 0.724)

Internet-use(Daily) 0.674433 0.072859 < 0.00001∗∗∗ (0.532 0.817)

Marital-

status(Married)

-0.197552 0.059709 0.00938 ∗ ∗ (-0.315 -0.018)

Marital(Divorced/widow)0.397486 0.102843 0.00011 ∗ ∗∗ (0.196 0.599)

Literacy-

status(illiterate)

-0.027767 0.766045 0.971085 (-1.529 1.474)

Literacy status (liter-

ate)

0.216488 0.752491 0.773581 (-1.258 1.691)

Random effects

var(u0j) 0.01811
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4.2.3 Random Coefficient Logistic Regression Model

The random coefficient logistic regression model equation is given by

log(πij) = log

(
Pij

1− Pij

)
+ β0 +

k∑
h=1

βhxhij + U0j +
k∑

h=1

U1jX1ij (4.3)

while constructing the random intercept model above, only the intercept was allowed to

vary across the regions by fixing the independent variables. The relationship between

the independent and the dependent covariates differs between groups (in this case is the

regions or the provinces). In this model, the random slope for women’s educational level

was contained, meaning that the effect of the coefficient educational level was allowed

to vary from province to province. The estimate of the random effects for the intercepts

and the slopes differ significantly, meaning that there is a significant difference in the

results of the educational level of a woman and this variable vary significantly over the

provinces.
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Table 4.13: Results of a Random Coefficient Multilevel Logistic Regression Model.

Covariates Estimate Std.error P-value 95% CI

Intercept -4.70635 0.80542 5.12<

0.00001 ∗ ∗∗

(-6.285 -3.128)

Education(Primary) -0.02675 0.20863 0.897965 (-0.436 0.382)

Education(Secondary) 0.14052 0.23320 0.546779 (-0.317 0.598)

Education(High) 0.79110 0.25332 0.001791 ∗ ∗ (0.295 1.288)

Residence type(rural) -0.14781 0.06964 0.033796 * (-0.284 -0.011)

Age group(20-24) 2.14427 0.19199 < 0.00001∗∗∗ (1.768 2.521)

Age group(25-29) 3.20860 0.18817 < 0.00001∗∗∗ (2.840 3.577)

Age group(30-34) 3.66111 0.18994 < 0.00001∗∗∗ (3.289 4.033)

Age group(35-39) 3.89286 0.19306 < 0.00001∗∗∗ (3.514 4.271)

Age group(40-44) 4.02900 0.19523 < 0.00001∗∗∗ (3.646 4.412)

Age group(45-49) 4.10925 0.19796 < 0.00001∗∗∗ (3.721 4.497)

Race(Other) 0.25173 0.10234 0.013904 ∗ ∗ (0.051 0.452)

Race(White) 0.28186 0.17262 0.102507 (-0.056 0.620)

Wealth index(Poorer) 0.18445 0.08606 0.032089∗ (0.016 0.353)

Wealth index(Middle) 0.20005 0.08806 0.023092∗ (0.027 0.373)

Wealth index(Richer) 0.26112 0.09808 0.007759 ∗ ∗ (0.069 0.453)

Wealth index(Richest) 0.50752 0.11627 < 0.00001∗∗∗ (0.280 0.735)

Internet use(weekly) 0.55199 0.08731 < 0.00001∗∗∗ (0.381 0.723)

Internet-use(Daily) 0.67568 0.07286 < 0.00001∗∗∗ (0.533 0.818)

Marital-status(Married) -0.19599 0.05979 0.001046 ∗ ∗ (-0.313 -0.079)

Marital(Divorced/widow) 0.39659 0.10317 0.000121 ∗ ∗∗ (0.194 0.599)

Literacy-status(illiterate) -0.10870 0.76446 0.886931 (-1.607 1.390)

Literacy status (literate) 0.1731 0.75010 0.823494 (-1.303 -1.637)

Random effects

var(u0j) 0.167

var(u1j) 0.246

corr(u1j, u0j) -0.02
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4.2.4 Model comparison

The comparison was made based on the AIC and the BIC values, the results show that

the random intercept model has the least AIC and BIC compared to the comparing

models. Consequently, based on these results, conclusions may be made that the ran-

dom intercept model fits best to the data.

Table 4.14: Results indicating the best fit model.

Fitted model Multilevel null model Random intercept model Random coefficient

model

-log likelihood -5318.8 -4334.8 -4331.6

Deviance 10637.6 8669.6 8663.3

AIC 10641.6 8711.6 8723.3

BIC 10655.7 8859.6 8934.8
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4.3 Diagnostics for multilevel models

Below is the residual plot for the multilevel null model, the random intercept model,

and the random coefficient model.

4.3.1 The multilevel null model
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Figure 4.1: The residual plot for the multilevel null model.

The residuals are useful for determining if individual points are not well fit by the

model. There is no deviation from the expected normal line, the line looks straight and

therefore pretty normal and suggests that the assumption of normality is not violated.
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4.3.2 The multilevel random intercept model

Model predictions
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Figure 4.2: The residual plot for the multilevel random intercept model.

There is a minority of deviation from the anticipated normal line to the tail, but

generally, the line looks aligned and consequently pretty normal and indicates that the

assumption of normality is not breached.
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4.3.3 The multilevel random coefficient model

Model predictions
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Figure 4.3: The residual plot for the multilevel random coefficient model.

There exist a few slight divergence from the anticipated normal line to the tail

also and the overall line appears straight and normal and it indicates that indeed the

assumption of normality was not breached.

4.3.4 Interpretation of the best fit mode1

The results in Table 4.12 display the estimated variance of the random effect at the

provincial level, σ2 = 0.01811. Since the variance is greater than zero, it is an indica-

tion that there exists a provincial level effect. The multilevel analysis results displayed

in the Table also showed that education, type of residence, age group, race, wealth

index, internet use, and marital status were significant determinants and were also the

factors contributing to the variation of the women unemployment among South African
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regions.

The results indicate that the odds of unemployment for a woman with primary

and secondary education do not differ significantly from those of a woman with no

education. For a woman with higher education, the odds ratio of unemployment is

e0.794384 = 2.21 times that of a woman with no education. Generally the odds of

unemployment decrease with increasing education. These results are similar to those

found by (Yakubu, 2010; Mathebula, 2017).

The results also revealed that the odds ratio of unemployment for a woman residing

in the rural areas is e−0.130704 = 0.88 times that of a woman residing in the urban

areas. These results are in accord with those reported in Pakistan by (Qayyum and

Siddiqui, 2007). The reason for this might be that there is a mismatch between the

skills provided and the skills demanded. Furthermore, the women in the rural areas

might be taking any available jobs regardless of their qualifications due to the scarcity

of available jobs in rural areas. However, these results differ from those found in Mauri-

tius by Tandrayen-Ragoobur and Kasseeah (2015) which revealed that unemployment

was not associated with the place of residence.

The odds of unemployment of a woman aged 20-24 up to 45-49 were significantly

different from that of a woman aged 15-19. The reason for this might be that those

women aged 15-19 are still at school and are not seeking employment. Another find-

ing of this study indicates that the race of a woman has a significant contribution to

unemployment. The odds ratio of unemployment for a White woman does not differ

significantly from that of a black woman. The odds ratio of unemployment of a woman

in the race category ’Other’ is e0.069883 = 1.3 times that of a black woman. The odds

ratio of unemployment of a woman in the wealth index category ’Poorer’, ’Middle’,

’Richer’ and ’Richest’ differs significantly from that of a woman in the wealth index

category Ṕoorest©.
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The odds of unemployment of a woman who uses the internet ’weekly’ and ’daily’

are e0.552972 = 1.74 and e0.674433 = 1.96 times that of a woman who never uses the

internet respectively. The reason for these results might be that more job opportunities

are being advertised on internet. Since the women were not asked which steps they took

to search for jobs, the study assumes that internet use might be one of the steps used

to search for employment. This study also revealed that the odds of unemployment

of the married and the divorced/widow are e−0.197552 = 0.82 and e0.397486 = 1.49

times that of a woman who was never married. The literacy status of a woman was not

significant and this result differ from those found in Ethiopia by Chikako (2018).
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Figure 4.4 gives the Geweke plots for some selected parameters. As a rule of thumb,

a significant proportion of Z-scores outside the two-standard deviation bands suggest

a chain that has not converged by iteration k. The results in Figure 4.4 indicate that

all the Z-scores fall within the two-standard deviation bands for the parameters educa-

tional level ’primary’, marital status ’widow/divorced’ and race group ’other’ whereas

there is a negligible proportion for the Z-scores under the intercept, educational levels

’secondary and higher’, internet-use, marital status ’married’ and race group ’White’.

The chain has converged by iteration 4000.
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(a) Intercept (b) Education-primary (c) Education-secondary

(d) Education-higher (e) Race(Other) (f) Race(White)

(g) Internet-use(weekly) (h) Internet-use(daily) (i) Marital status(married)

(j) Marital-status(w/d)

Figure 4.4: Geweke plots for some choosen coefficients from the posterior distribution.
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The Heidelberger-Welch diagnostic test was also performed. The results of a test

with ε = 0.1 indicated that all of the parameters have passed both the stationary test

and the half-width test, showing that the chain was run sufficiently long.

4.4 Results of a Bayesian Multilevel Logistic Re-

gression Analysis

In this section, SADHS data were analysed using Bayesian GLMMS, in R statistical

windows software. In R statistical software, the MCMCglmm Hadfield (2010) package

was utilized. The MCMCglmm package utilizes the Gibbs sampler. The total amount

of iterations were 250 000. Within previous sections, it was discussed that in Bayesian

inference, prior distributions for parameters are used. Within the analysis, the multi-

variate prior distribution was utilised for the mean parameters (fixed effects) and an

inverted Wishart prior with a Cauchy parameter expansion was utilised for the variance

of random effects.

4.4.1 Results of Bayesian Null Logistic Regression Model.

Table 4.15 gives the estimate of the fixed and random effects, together with the residuals

for the marginal posterior distribution obtained by the random draws of samples from

the joint distribution together with the 95% credibility intervals(CI) and the P-values.

The model was fitted in MCMCglmm using 10000 iterations, with burning of 100 and

a thining of 10.

For the random effects, the results give the provincial level variability. The province to

province variability accounts for a lower variation (0.111) in the women’s unemployment

status. The corresponding estimated intra-correlation coefficient is 0.074. This implies

that about 7.4% of the total variability in women’s unemployment is due to differences

across provinces, and the remaining unexplained 92.6% is due to individual differences.
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Table 4.15: Random and fixed effects for the Bayesian null multilevel model.

Coefficient Posterior mean 95% cred.int

Fixed effects

Intercept -0.909 (-1.202 -0.653)

Random effects

Province 0.111 (0.015 0.265)

Residual 1.388 (0.481 2.845)

4.4.2 Results of a Bayesian Random Intercept Logistic Re-

gression Model.

The package MCMCglmm by Hadfield (2010) in R was used in this study to compute

the posterior distribution of the parameters using the MCMC algorithm. This algo-

rithm is iterative and it is based on the proposal, at each step, of a new value for a

given parameter as a function of the other parameters in the model. In the MCMCglmm

package, the prior argument took a list of the three elements specifying the priors for

fixed effects, the random effects, and the residuals. For the fixed effects, a multivariate

normal prior distribution was specified with mean vector µ and a covariance matrix V .

For the random effects, a non-informative inverse-gamma prior distribution was used

(is a special case of the inverse Wishart distribution) parameterized by v and V as pro-

posed by Hadfield (2014). Specifically, the function MCMCglmm in the MCMCglmm

package was used to establish the marginal posterior distribution by extracting random

samples from the joint distribution of the prior and the likelihood of the data. To

intensify the movement of the chain through the parameter space the package uses a

combination of the Gibbs sampling and the Metropolis-Hastings updates, see Hadfield

(2010).
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Table 4.16 gives the estimates of the parameters for the marginal posterior distri-

bution obtained by the random draws of samples from the joint distribution together

with the 95% credibility intervals (CI) and the p-values for each parameter estimate.

The model was fitted in MCMCglmm using 250000 iterations, with burning of 100 and

a thinning of 10. Table 4.17 presents the variance components for the random effects

for the province and the residuals. Both the classical and the Bayesian inference yield

similar results. However, from the classical and the Bayesian multilevel models, the

Bayesian multilevel analysis is better since it provides the posterior distributions of the

parameters.



CHAPTER 4. RESULTS 57

The results in Table 4.16 indicate that the women’s unemployment status depends

on the respondent’s age, level of education, place of residence, race, economic status

(measured by wealth index), marital status, and frequency of using the internet. These

results indicate that age is a powerful predictor of women’s unemployment status. The

women in age group 30-34 (OR:74.52, 95% CI:36.89-156.80), 35-39 (OR:100.48, 95%

CI:48.62-205.61), 40-44 (OR:119.22, 95% CI:53.95-253.66) and 45-49(OR:131.24, 95%

CI:58.85-286.29) have higher odds ratio(OR) and are more likely to be employed than

those aged 15-19. The results also show that the odds of the women unemployment

status are slightly lower for the women with primary educational level (OR:1.04, 95%

CI:0.62-1.77) and more than twice higher (OR:2.85, 95% CI:1.64-5.32) for the women

with higher educational level as compared to those with no education. The chance

of being employed does differ from province to province, (OR:0.85, 95% CI:0.72-0.99)

women in the countryside are implausible to be unemployed as compared to those in

the towns or cities. The odds of unemployment for a white woman and a woman in

the ’Other’ race category are (OR:1.33, 95% CI:1.05-1.71) and (OR:1.42, 95% CI:0.92-

2.21) respectively as compared to those of a black woman. The results further indicate

that the odds of unemployment are lower (OR:0.78, 95% CI:0.68-0.91), for married and

(OR:1.67, 95% CI:1.30-2.25), for the divorced/widow as compared to the single/never

married. A woman who uses the internet weekly or daily is more than two times

higher to be employed (OR:2.03, 95% CI:1.50-2.29) and (OR:2.32, 95% CI:1.85-2.59) as

compared to a woman who never used the internet. A woman in the ’richest’ category

is more likely to be employed (higher odds) (OR:1.93, 95% CI:1.45-2.65) as compared

to the poorest woman. The results displayed in Table 4.17 show that there is a low

province to province variability, σ2
prov = 0.047, 95%CI(0.004− 0.116) and individual to

individual variability, residual, σ2
residual = 1.542, 95%CI(0.540 − 2.861). This gives a

low ICC of 0.030.
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Table 4.16: The marginal posterior distribution for the fixed effects.

Coefficients Posterior mean 95% cred.int P-value

Fixed effects

Intercept -5.773 (-8.095 -3.667) < 0.001 ∗ ∗

Education(Primary) 0.038 (-0.480 0.572) 0.885

Education(Secondary) 0.230 (-0.286 0.743) 0.394

Education(Higher) 1.049 (0.496 1.671) < 0.001 ∗ ∗

Residence type(Rural) -0.166 (-0.317 -0.005) 0.026∗

Age group(20-24) 2.431 (1.920 3.002) < 0.001 ∗ ∗

Age group(25-29) 3.747 (3.105 4.399) < 0.001 ∗ ∗

Age group(30-34) 4.311 (3.608 5.055) < 0.001 ∗ ∗

Age group(35-39) 4.610 (3.884 5.326) < 0.001 ∗ ∗

Age group(40-44) 4.781 (3.988 5.536) < 0.001 ∗ ∗

Age group(45-49) 4.877 (4.075 5.657) < 0.001 ∗ ∗

Race(Other) 0.286 (0.053 0.536) 0.026∗

Race(White) 0.338 (-0.084 0.792) 0.125

Wealth index(Poorer) 0.233 (0.031 0.448) 0.020∗

Wealth index(Middle) 0.258 (0.031 0.486) 0.026∗

Wealth index(Richer) 0.349 (0.121 0.609) 0.008 ∗ ∗

Wealth index(Richest) 0.658 (0.374 0.974) < 0.001 ∗ ∗

Internet use(weekly) 0.707 (0.403 0.828) < 0.001 ∗ ∗

Internet-use(Daily) 0.840 (0.614 0.953) < 0.001 ∗ ∗

Marital-status(Married) -0.241 (-0.374-0.096) < 0.001 ∗ ∗

Marital(Divorced/widow) 0.513 (0.262 0.813) < 0.001 ∗ ∗

Literacy-status(illiterate) -0.021 (-2.037 1.883) 0.968

Literacy status(literate) 0.279 (-1.648 2.167) 0.798
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Table 4.17: Variance components for the random effects

Coefficient Posterior mean 95% cred.int

province 0.047 (0.004 0.116)

residual 1.542 (0.540 2.861)
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4.5 Convergence diagnostics for a markov chain

Figures 4.5 to 4.11 below give the trace plots for all of the parameters of the posterior

distribution obtained by the MCMC algorithm as explained in chapter 3, section 3.6

above. All the trace plots do not display any significant upward or downward trend

along with the iterations and the density plots also show almost symmetrical distribu-

tions. In particular, the trace plots exhibit the so-called ”thick pen” as reported by

Gelfand et al. (1990). This is indicative of insignificant deviations from stationarity

and the MCMC algorithm may be regarded to have converged.
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Figure 4.5: Trace plot for fixed effects: intercept and educational level.
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Figure 4.6: Trace plot for fixed effects: Age group.
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Figure 4.7: Trace plot for fixed effects: Age group and literacy status.
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Figure 4.8: Trace plot for fixed effects: Race and wealth index.
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Figure 4.9: Trace plot for fixed effects: Marital status and wealth index.
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Figure 4.10: Trace plot for fixed effects: Type of residence and internet usage.
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Figure 4.11: Trace plot for random effects: province and residuals.
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4.6 Summary and discussion of the results

This study aimed at investing the relationship between a woman’s employment status

and different explanatory variables using SADHS data. The SADHS data exhibit a

multi-layered structure which requires methods that are proficient in considering the

underlying processes that are responsible for the observed data structure. The multi-

level models are appropriate for describing sources of variability in a response variable

across various levels in multilevel and clustered data. A Bayesian approach was adopted

to compute a multilevel logistic regression model from a GLMM perspective to explain

the variation in women unemployment. In the Bayesian inference, the maximum like-

lihood estimation methods of the parameter estimation are not tractable, hence the

iterative methods based on the MCMC simulations were utilized. The posterior sum-

mary measures in the form of the means and the credibility intervals were determined

from depicting random samples from the posterior distribution. The prior distribu-

tions for the fixed effects were assumed to be multivariate normal parameterized with

mean µ and the variance-covariance matrix V , whereas the prior distributions for the

random effects were presumed to be the non-informative inverse-gamma. It was found

that a woman’s employment status is dependent on one’s age group, marital status,

educational attainment, wealth index, place of residence type, race, and internet-use.

The combination of the multilevel modelling and the Bayesian inference intensified the

identification of risk factors for women’s unemployment status.
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Conclusion and recommendation

5.1 Conclusion

In this project, the women’s unemployment status was being examined using both the

frequentist and the Bayesian multilevel models to discover the extent to which unem-

ployment status is associated with different explanatory variables. The SADHS data

was collected via multistage sampling, that is, the data has some levels or groupings.

The nesting in the data is in a way that the individuals are nested within the families

or the households and the households are nested in the clusters or provinces. This

study was restricted to two levels, the level 1 being individuals and the level two being

the provinces, that is, the households was ignored as a level for simplicity. The resul-

tant variable of this study is binary, and due to the existence of the random effects

or the levels, the GLMMs and the multilevel models were considered to be suitable

in the analysis of the data. The multilevel models vary from the ordinary GLMMs

in the sense that they include predictors at individual and group levels to reduce the

unexplained variation in each level, (Gelman and Hill, 2007). In seeking to identify

key drivers of women’s unemployment, it was revealed that women’s unemployment is

quite prevalent in South Africa with a rate of 65.8%. The majority of the unemployed

women were found in the age group 15-19 years. This may be due to that a woman

69
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in the age group 15-19 is not most affected by unemployment since some can be still

at school and not seeking employment. This study also found that the unemployment

status of a woman is less likely for a woman who has secondary and above educational

attainment as compared to a woman who is not educated. Unemployment was found to

decrease with an increased educational attainment. This study found that age group,

marital status, educational attainment, internet-use, residence type, race, and wealth

index were associated with the women’s unemployment status.

The methodology revealed that the multilevel random intercept model outperformed

the null model and the random coefficient model in fitting the data and in explaining

the variations of woman unemployment status across the provincial levels of South

Africa. Furthermore, from the random intercept model, the general variance of the

constant term was found to be statistically significant, indicating the existence of the

difference in unemployment status of the women among provinces of South Africa. This

implies that the woman with the same qualities in two different provinces has various

unemployment status, that is, there is a clear provincial effect.

5.2 Recommendations

The results acquired in this study are of greater importance to policymakers because

of the negative effects of unemployment on the decline of the yield, on society, and

the psychological wellbeing of the unemployed and close family members. To construct

policies to standardise the rising problem of unemployment in South Africa, it is impor-

tant not only to understand the effect of the improvement on the incidence of women

unemployment but also on the span of the unemployment and on the probability of

exiting unemployment and how it differs with demographic and economic characteris-

tics. This study suggests that policies that encourage educational attainment should be

formulated and the creation of more jobs opportunity should be implemented. Also, for

the government to take measures of action in supporting the poor and bringing rapid
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economic growth at the national level. Last but not least, community-based develop-

ment interventions giving priority to the poor households to participate in the labor

market, health facility, education, and access to job areas. The policies focusing on

the reduction of poverty should also be implemented to reduce unemployment amongst

South African women.

5.3 Limitation

This study used secondary data obtained from the Demographic and Health Survey

data conducted in South Africa in 2016. The potential limitation of the current study

comes from the use of secondary data which often leaves the researcher with limited

control over the data collection process. For the current project, a major limitation

of using secondary is that some of the variables such as the type of training and steps

taken to search work were not contained in the data set used and these variables would

have helped to understand the prevalence of women unemployment status in South

Africa. This study only analysed data on unemployment only for women and was not

able to explore the link of unemployment between men and women.

5.4 Future work

Further work can be done on the sensitivity analysis for the bayesian multilevel model

estimates to the prior distribution and also on missing data as the dataset of this study

contained no missing data. Lastly, further work can also be done on the contribution

of the culture of unemployment in South Africa.
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Appendices

Before fitting any model with the data, combination of variables was done

LITERACY STATUS

Nlit<-NULL

for(i in 1:length(dataset$literacy)){

if((dataset$literacy[i]=="Blind/visually impaired")){

}else if((dataset$literacy[i]=="Cannot read at all")

|(dataset$literacy[i]=="No card with required language")){

Nlit[i]<-2

}else{Nlit[i]<-3}

}

Nlit <-factor(Nlit,levels=c(1, 2,3),

labels=c("Blind","Illiterate","Literate"))

MARITAL STATUS

Nmar<-NULL

for(i in 1:length(dataset$maritals)){

if((dataset$$maritals[i]=="Never in union")){

Nmar[i]<-1

}else if((dataset$$maritals[i]==

"Currently in union/living with a man")){

79
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Nmar[i]<-2

}else if((dataset$$wealth[i]=="Richer")

|(dataset$$wealth[i] =="Richest")){

}else{Nmar[i]<-3}

}

Nmar <-factor(Nmar,levels=c(1, 2,3),

labels=c("Single","Married","Divorced/widow"))

ETHNICITY

Neth<-NULL

for(i in 1:length(dataset$Race)){

if((dataset$$Race[i]=="Black/African")){

Neth[i]<-1

} else if((dataset$Race[i]=="Coloured")|(dataset$$Race[i]==

"Indian/Asian")|(dataset$$Race[i]=="Other")){

Neth[i]<-2

}else{Neth[i]<-3}

}

Neth <-factor(Neth,levels=c(1:3),labels=c("Black/African", "Other","White"))

INTERNET USE

fre<-NULL

for(i in 1:length(dataset$frequency)){

if((dataset$frequency[i]=="Not at all")){

fre[i]<-1

}else if((dataset$frequency[i]=="Less than once a week")

|(dataset$frequency[i]=="At least once a week")){

fre[i]<-2

}else{fre[i]<-3}
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}

fre <-factor(fre,levels=c(1, 2,3),

labels=c("Never","weekly","Daily"))

FITTING THE NULL MODEL

model1<-glmer(currentwork~1+(1|prov),family=

binomial,data=dataset)

summary(model1)

confint(model1)

ICC(outcome = "currentwork",group = "prov" ,data = dataset)

RANDOM INTERCEPT LOGISTIC REGRESSION

model3<-glmer((currentwork)~(Edu)+(type)+(Agegrp)+

(Neth)+(NWEL)+(fre)+(Nlit)+(Nmar)+(1|prov),

data=dataset,family=binomial(link="logit"),

control = glmerControl(optimizer = "bobyqa"))

summary(model3)

RANDOM COEFFICIENT LOGISTIC REGRESSION

model2<-glmer(currentwork~Edu+type+Agegrp+Neth+NWEL+

fre+Nlit+Nmar+(Edu|prov),data=dataset,

family = binomial(link="logit"),control =

glmerControl(optimizer = "bobyqa"))

summary(model2)

BEST FIT MODEL

anova(model1, model2, model3)

BAYESIAN NULL MODEL
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prior = list(R = list(V = 2, nu = 0.004), G = list(G1 =

list(V = 2, nu = 0.004),

G2 = list(V = 2, nu = 0.004)))

model4 <- MCMCglmm(currentwork ~ 1, random = ~prov,

rcov = ~idh(prov):units, data = newdataset,

prior = prior, verbose = FALSE)

summary(model4)

BAYESIAN RANDOM INTERCEPT MODEL

prior = list(R = list(V = 1, nu = 0.002), G = list(G1 = list(V = 1, nu = 0.002),

G2 = list(V = 1, nu = 0.002)))

model5<-(MCMCglmm(currentwork~(Edu)+(Agegrp)+

(Nlit)+(Neth)+(NWEL)+(Nmar)+(type)+(fre)

, random = ~prov, data=newdataset,

verbose=FALSE,prior= prior,nitt=10000,

burnin=100,thin=10,family= "categorical"))

prior = list(R = list(V = 2, nu = 0.004), G = list(G1 = list(V = 2, nu = 0.004),

G2 = list(V = 2, nu = 0.004)))

plot(model5)

summary(model5)
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