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Abstract

There has been a growing interest in investment opportunities in Africa. The net foreign direct investment (FDI) to Sub-Saharan Africa has increased from $13 billion in 2004 to about $54 billion in 2015. Investing on the stock markets is one of such investment opportunities. Stock markets in Africa have realised growth in market capitalization, membership, value and volume traded due to an increase in investments. This level of growth in African stock markets has raised questions about their efficiency. This thesis examined the weak-form informational efficiency of African stock markets. The aim therefore of this thesis is to test the efficiency of African stock markets in the weak-form of the Efficient Market Hypothesis (EMH) for eight countries, namely, Botswana, Egypt, Kenya, Mauritius, Morocco, Nigeria, South Africa and Tunisia. Since, the researcher will be testing the weak-form of the EMH, the data to be used is on past price information on the markets of the eight countries. Data for the eight countries were obtained from DataStream for the period between August 28, 2000 to August 28, 2015. The data is for a period of 180 months which resulted in 3915 data points. Although there have been studies on the weak-form market efficiency of African stock markets, the efficiency conclusions on the markets have been mixed. This problem might be due to the methods used in the analyses. First, most of the methods used were linear in nature although the data generating process of stock market data is nonlinear and hence nonlinear methods maybe more appropriate in its analysis. Also these linear methods tested the efficiency of African markets in absolute form, however, an efficiency conclusion relying solely on absolute efficiency might be misleading because, stock markets become efficient with time due to improvements in the quality of information processing from reforms on the markets. The researcher solved this problem of using absolute frequency by comparing the results when the presence of long-memory in frequency and time domains of the markets were examined. The researcher used a semi-parametric estimator, the Local Whittle estimator to test for long-memory in frequency domain and the Detrended Fluctuation Analysis (DFA) to test for long-memory in time domain. The DFA method is suitable for both stationary and nonstationary time series which makes it to have more power over methods like the rescaled range analysis (R/S) in the estimation of Hurst exponent.

Second, the researcher examined whether the markets were predictable under the Adaptive Market Hypothesis (AMH). The researcher employed the Generalised Spectral (GS) test to examine the Martingale difference hypothesis (MDH) of the markets. The Generalised spectral (GS) test is a non-parametric
test designed to detect the presence of linear and nonlinear dependencies in a stationary time series. The GS test considers dependence at all lags.

Third, because of the nonlinear nature in the data-generating process on the markets, the stationarity of the market returns under a nonlinear Exponential Smooth Threshold Autoregressive (ESTAR) model was examined. A nonlinear ADF unit root test against ESTAR and a modified Wald-type test against ESTAR in the analysis were employed. Fourth, the self-exciting threshold Autoregressive (SETAR) method was employed to model the returns when non-linear patterns were observed as a result of nonlinear data generating process on the markets.

The literature on market efficiency of African stock markets has shown that variations exist in the study characteristics. There are variations in the method of analysis, type of test, type of data employed, time period chosen and the scope of analysis for the studies. The researcher therefore quantitatively reviewed previous studies by means of meta-analysis to identify which study characteristics affects efficiency conclusions of African markets using the mixed effects model.

The findings showed the presence of long-memory in the returns of the stock markets when the whole sample was used. This made the markets weak-form inefficient, however, when the researcher tested for the persistence of long-memory through time, there were periods the markets were efficient in the weak-form. The memory effect was low in the South African market but high in the Mauritian market. Furthermore, it was observed that, the returns for Egypt, which were highly predictable when the whole data was analysed became not highly predictable when the rolling window approach of the GS test was used. Egypt had one of the lowest percentages of the windows that had a p-value less than 0.05 after South Africa.

The results obtained from using the non-linear unit root tests on the logarithmic price series of the markets under study showed that, the markets were non-stationary and hence weak-form efficient under an ESTAR framework but for Botswana. Thus the markets were weak-form efficient when analysed using a non-linear method. This observation means that Africa’s foreign direct investment would have been increased over the years if the appropriate methods are used. This is because, over the years, studies on the weak-form efficiency African stock markets have ended with mixed conclusions with most of the markets being concluded to be weak-form inefficient as a result of the use of linear methods in the analysis. This finding, to us, has had an effect on investors commitments to Africa because the right methodology was not employed.
The findings from modelling the returns under the non-linear SETAR model showed that, the SETAR model performs better than the standard AR(1) and AR(2) model for all the markets under study after the non-linear patterns were identified in the returns series. The SETAR (2,2,2) model is a threshold model, therefore, investors are able to move freely in search of higher opportunities between the low and high regimes. Investors main aim is to make profits, hence, the threshold model of SETAR gives them the freedom to move to a regime where the rate of returns is increasing unlike the standard AR(1) and AR(2) linear models where there are no switching of regimes.

Finally, none of the study characteristics in the market efficiency studies was found to be significant in efficiency conclusions of African stock markets but the indicator for publication bias was significant. This means that there has been a change in attitude in recent years towards studies on informational market efficiency whose results do not support the Efficient Market Hypothesis (EMH), unlike the earlier years when the EMH was formulated and acclaimed to be one of the best propositions in economics.

It was therefore concluded that when time-varying methods are used in analysing weak-form efficiency, the dynamics of the markets become known to investors for proper decision-making. Also, nonlinear methods should be used in order to reflect the nonlinear nature of data capturing on the stock markets to prevent arbitrageurs from making abnormal returns as a result of indecisive conclusions due to the use of linear methods.

Keywords: Market efficiency, DFA, Hurst exponent, Non - linear models, Meta analysis
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Summary

This thesis is based on the following six original articles published in accredited journals. The articles make contributions to the extant literature on the efficiency of African stock markets.


The thesis proceeds as follows:

A general introduction and a literature review are presented in Chapters 1 and 2 respectively. In Chapter 3, an extension was done on the study by Gyamfi et al. (2016a) on testing whether long-memory was present in West African markets using the Local Whittle estimator to evaluate the Hurst exponent. The extension is done for the eight African markets under study.

A discussion on whether African stock markets are becoming efficient with time using a detrended fluctuation analysis (DFA) method in a rolling window approach is presented in Chapter 4. From the rolling window approach in Chapter 4, it was observed that there were periods markets became efficient. This led us to test the markets under the Adaptive Markets Hypothesis (AMH). The Generalised Spectral Test was employed in the analysis in Chapter 5.

In Chapter 6, the non-linearity of the markets were analysed. This was because, financial data are believed to follow non-linear pattern, hence, the stationarity of the returns of the markets were analysed under an Exponential Smooth Threshold Autoregressive (ESTAR) model. Following the non-linear patterns of the returns of African stock markets, the researcher then modelled
the returns using a threshold model-Self Exciting Threshold Autoregressive (SETAR). The article by Gyamfi & Kyei (2016c) was extended for West African markets to cover the eight markets under this study and and compared the findings of the SETAR model with that of two linear models; AR(1) and AR(2). The results and conclusions of these studies are reported in Chapter 7.

In Chapter 8, the researcher quantitatively reviewed previous studies on efficiency of African stock markets through meta-analysis. The researcher wanted to know which study characteristics are statistically significant in concluding a market to be efficient. This was necessary because of the mixed conclusions on efficiency of African markets that have been reported in the literature.

In Chapter 9, the general conclusions of the study are drawn and recommendations for industry and further studies are given.
1. General Introduction

Introduction

Market efficiency is important in the area of finance. When a market is efficient, it leads to economic development. Market efficiency can be defined in three ways - informational, operational and allocative, Bauer (2004).

1.0.1 Informational Market Efficiency

A market is efficient informationally when current prices reflect all the available information on the market. This means, it is difficult to make profit by analysing the information about a particular market.

1.0.2 Operational Market Efficiency

Operational efficiency is concerned with transaction costs on the market. It talks about how liquid the market is; that is, how easily it is for assets on the market to be bought and sold without their value being lost.

1.0.3 Allocative Market Efficiency

When investors provide funds for projects with the highest present value, the market is said to be 'allocatively efficient'. Allocative efficiency depends on the degree of informational and operational efficiency of the markets.

1.1 Background

Market efficiency studies started with the work of Bachelier (1900) and Cowles (1934). Bachelier (1900) assumed that market prices were a time series which would have patterns. Bachelier (1900) observed that prices were random and hence stated that “past, present and even discounted future events are reflected in market price, but which often show no apparent relation to price changes”. Cowles (1934) also found that it was difficult to outguess the market. After the work of Cowles (1934), researchers
like Working (1934), Kendall (1953), Osborne (1959) and Roberts (1959) found that it was difficult to find predictable patterns in commodity prices.

Furthermore, Samuelson (1965) tried to prove why properly anticipated prices fluctuate randomly. Fama (1965) reviewed and added some new tests to the previous technical analysis and also discussed the value of the useful life of new information coming into the market.

Fama (1970a) stated that in an efficient market, prices always fully reflected all available information. A fully efficient market is characterised by zero transaction costs since all relevant information is costless and available to all market participants who agree on the implications of current information for the current price and the distributions for future prices. Therefore, in an efficient market, the current price of a security fully reflects all available information. These conditions ensure that investors possessing available information cannot earn above competitive returns.

1.1.1 Types of Informational Efficiency

Fama (1970b) classified the Efficient Market Hypothesis (EMH) into weak, semi-strong and strong forms.

Weak-form Efficiency
The prices on the market reflect information on past prices. The information set includes only the history of prices or returns themselves. Thus a market is said to be weak-form efficient if a trader cannot make abnormal returns by only analysing past prices. A technique of analysing past prices is known as 'technical analysis'.

Semi-strong form Efficiency
The information set includes all information known to all market participants, that is, publicly available information such as interest rates, exchange rates, annual earnings, dividends announcements, among others. In this case, investors cannot earn abnormal profits by analysing macroeconomic and financial data or any other public information about the company. This technique is known as ‘fundamental analysis’.

Strong-Form Efficiency
Here, the information set becomes extensive enough to include all private information known to any market participant, therefore even those with privileged or inside information cannot use it to make
abnormal profits. This means that private or inside information is difficult to access for making abnormal returns because it is highly competitive to have such information. Thus, there is perfect incorporation of all private information in market prices.

1.2 Problem Statement

There have been studies on market efficiency of African stock markets. The problem has been with the methods used. First, most of the methods used were linear in nature. Also these linear methods tested the efficiency of African markets in absolute form. Methods such as serial correlations, multiple variance ratio (MVR) tests, Runs test, ARIMA, linear unit root tests, event studies and residual analysis have been utilised in the market efficiency literature of African stock markets. These approaches have resulted in some problems which are discussed below:

Stock markets as argued by Cajueiro and Tabak (2004b) move towards efficiency with time, therefore, testing market efficiency in absolute form might not let us observe the dynamics of the markets through time. Thus, the researcher solved this problem by testing the weak-form efficiency of the markets using a time-varying method, the detrended fluctuation analysis, to test for the presence of long-memory. Second, market efficiency is a continuous process and does not occur instantaneously as the EMH makes us believe, (Dyckman and Morse, 1986) and Lee et al., 2001). The researcher therefore used the Generalised spectral (GS) test to test for the Martingale difference hypothesis (MDH) in a time-varying window approach. Testing the MDH which talks about return predictability means testing the Adaptive Market Hypothesis (AMH) of Lo (2004, 2005).

Dyckman and Morse (1986) and Lee et al. (2001) also posit that market friction and transaction costs make financial data non-linear, however, researchers who studied the African stock markets relied on linear methods in analysing efficiency. The assertion of non-linearity in the data-generating process makes testing the efficiency of African stock markets, using linear methods, to result in misleading conclusions, therefore, in this thesis, two non-linear unit root tests under an exponential smooth transition autoregressive (ESTAR) models were employed to examine the stationarity of African stock markets.

Third, because of the nonlinearity in the data-generating process, the researcher compared the modelling performance of the returns of the markets between a non-linear Self-Exciting threshold autoregressive (SETAR) model and standard linear AR(1) and AR(2) models.

Fourth, because of the mixed conclusions that have characterised the efficiency of African stock markets,
(Afego 2015), the researcher examined, through a meta-analysis if a study characteristic is significant in efficiency conclusions on African stock markets.

### 1.3 Justification of the Study

There is a need for investigating market efficiency. This is because international and domestic investors assess how efficient a market is, before investing. When a market is not efficient, it can be inferred that a sizeable amount of the stock prices listed on that market are either undervalued or overvalued. An inefficient market is not attractive for companies to list on it. This is because arbitrageurs can make abnormal profit by studying past prices of the stocks listed, therefore, there is the need to research into African stock markets using appropriate methodologies so that concrete conclusions can be made about whether they are weak-form efficient or not. Globally, there has been numerous studies on market efficiency. A review of the literature shows that most of the studies are biased towards developed markets. Studies on market efficiency on African markets have been few with mixed conclusions.

First, the concept of evolving efficiency on African stock markets has not been well researched. Therefore this study is interested in knowing if African markets are becoming efficient with time by testing for long-memory in a rolling-window approach.

Second, African markets have been tested on the weak-form by linear methods (Afego 2015). Researchers such as Dyckman and Morse (1986) and Lee et al. (2001) however posit that price adjustment to new information is a continuous process and does not occur instantaneously as the Efficient Market Hypothesis makes us believe. In view of this, the researcher tested the markets under study to ascertain whether they are weak-form efficient by employing non-linear unit root tests under an ESTAR framework. The researcher also compared the modelling performance of linear and non-linear models to find out which of the models fit the data well. The study will find out what study characteristics bring about mixed efficiency conclusions on African markets. A meta-analysis will be performed to see which of the study characteristics have a significant effect in efficiency conclusions.
1.4 Objectives of the Study

1.4.1 General Objective

This thesis examined efficiency of African stock markets. It contributes to the existing body of knowledge in the area of informational efficiency of African stock markets.

1.4.2 Specific Objectives

The general objective has been narrowed and divided into the following specific objectives:

1. to examine whether African markets are weak - form efficient by investigating long-memory using frequency and time domain methods

2. to test whether Adaptive Market Hypothesis (AMH) or Efficient Market Hypothesis (EMH) should be the focus in terms of market efficiency of African stock markets

3. to test if African markets are weak - form efficient using non-linear models

4. to compare modelling performance of African stock markets between linear and non-linear models

5. to identify which factor(s) is/are significant in efficiency conclusions of African stock markets

1.5 Significance of the Study

The study will be of enormous benefit to the extant literature. It will fill the gap in informational market efficiency of African stock markets due to the new approaches employed. The meta - analysis will let us know the factors that cause efficiency conclusions on African markets and which of the factors have a significant effect in efficiency conclusions. The findings from this study will keep investors well - informed about the dynamics of the markets to be studied. Market efficiency brings about economic development, therefore policy makers in various African countries will know from this research whether their markets are becoming efficient with time. This will let them know whether or not new regulations and institutional reforms should be considered.
1.6 Data

For Chapters 3 to 7, the researcher studied stock indices of eight African countries based on the availability of data from 28/8/2000 to 28/8/2015. Daily closing prices were used so as to improve the accuracy of the serial dependence estimate, (Bollerslev and Wright 2000a). Data were obtained for each country from DataStream denominated in their respective local currency units. Each of the eight countries - Botswana, Egypt, Kenya, Mauritius, Morocco, Nigeria, South Africa, and Tunisia had a stock index representing it. Table 1.1 displays the countries and their corresponding stock index.

<table>
<thead>
<tr>
<th>Country</th>
<th>Representative Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Botswana</td>
<td>S&amp; P Botswana BMI</td>
</tr>
<tr>
<td>Egypt</td>
<td>EGX 30</td>
</tr>
<tr>
<td>Kenya</td>
<td>NSE 20</td>
</tr>
<tr>
<td>Mauritius</td>
<td>SE Semdex</td>
</tr>
<tr>
<td>Morocco</td>
<td>Morocco All Share (MASI)</td>
</tr>
<tr>
<td>Nigeria</td>
<td>Nigeria All Share</td>
</tr>
<tr>
<td>South Africa</td>
<td>FTSE/JSE All Share</td>
</tr>
<tr>
<td>Tunisia</td>
<td>Tunindex</td>
</tr>
</tbody>
</table>

Table 1.1: Countries with corresponding stock index

For Chapter 8, a search of empirical studies on the literature of informational market efficiency of African stock markets constituted the dataset. The R and MATLAB softwares were used in this thesis.

1.7 Limitations of the Study

1. This study did not include all African countries. The choice of these eight countries was because of data availability for the 15 year period chosen.

2. The meta-analysis did not include unpublished works such as theses and working papers on informational market efficiency of African stock markets.
1.8 Conclusion

In this chapter, the types of market efficiency were reviewed. The study which concentrated on the informational market efficiency described the three types of informational market efficiency as explained by Fama (1970). The problem statement was clearly stated; the justification and significance of the study were presented. The general and specific objectives were explained. The choice of data, the data period chosen and the sources of data were described. Finally, the limitations of the study were presented.
2. Literature Review

Introduction
In this chapter, the theoretical and empirical literature on informational market efficiency were reviewed. The martingale and random walk theories were also discussed. Empirical studies of the Efficient Market Hypothesis (EMH) on African stock markets were also reviewed.

2.1 Theoretical Literature Review

2.1.1 Martingale

The Martingale Model is the oldest theory about asset pricing. It dates back to Cardano’s manuscripts (1565). Cardano’s modern formulation was by Bachelier (1900) and according to this model, any attempt to predict the future prices of an asset will not have a statistically significant explanatory power.

Let $P_t$ represent an asset’s price at date $t$ and, a set of information available at date $t$, and let $\Omega_t$ consist of all the past prices of the asset, i.e., $\Omega_t = \{P_t, P_{t-1}, P_{t-2}, ...\}$.

The Martingale hypothesis asserts that tomorrow’s price is expected to be equal to today’s price, given the asset’s price history. That is, if $P_t$ is considered as a stochastic variable then, $P_t$ is said to be a martingale when it satisfies the following condition:

$$E[P_{t+1}|\Omega_t] = P_t$$  \hspace{1cm} (2.1)

In some applications, $\Omega_t$ is assumed to contain additional information. For example, the prices of other assets or companies’ earnings data.

From equation (2.1)

$$E[P_{t+1} - P_t|\Omega_t] = 0$$  \hspace{1cm} (2.2)

The fair game (2.2) which Bachelier defined as the mathematical expectation of the speculator is zero, that is, the expected return is zero given the asset’s price history. The following assumptions imply that the asset price evolves according to (2.1) or (2.2): investors believe that holding the asset is just like playing a fair game, and they have access to the information contained in the set $\Omega_t$.

The next property of the Martingale hypothesis is that non-overlapping price changes are uncorrelated.
at all leads and lags, so all linear forecasting rules for future price changes based on historical prices alone have no predictive power. Depending on the Martingale concept, in an efficient market, the current prices reflect all historical prices, and it should not be possible to make profit by expectation of future price changes from price history. The market hence is efficient when price changes are random and unpredictable, however, in finance, there is a trade-off between risk and return, and the Martingale hypothesis does not involve risk considerations in any way. Some economic models like the Capital Asset Pricing Model (CAPM) determine the equilibrium return of the asset according to the risk of the asset, so there is a trade-off between risk and expected return. The Martingale hypothesis however puts a restriction on expected return, and does not take risk into consideration, which means the Martingale property is not a sufficient condition for rationally determined asset prices.

Nevertheless, the Martingale assumption has become a powerful tool in modern theories of asset prices (Campbell, 1997). Theoretically, once asset returns are adjusted properly for risk, then the Martingale property does hold. For instance, an asset’s risk may imply that it must offer some level of positive return to an investor. As a result, in an efficient market, the asset’s price change is expected to be positive but the actual return is still unforecastable. This leads to Random Walk model of the asset price where one can show that if returns are properly adjusted for risk (given the equilibrium model) then the Martingale property holds for the adjusted returns.

### 2.1.2 Random Walks

A model that is associated with the Martingale process is the 'Random Walk Model'. It is used in testing whether returns can be forecasted. A Random Walk model without a drift is represented by:

\[ P_{t+1} = P_t + \varepsilon_{t+1} \]  \hspace{1cm} (2.3)

A Random Walk Model with a drift is represented by:

\[ P_{t+1} = \mu + P_t + \varepsilon_{t+1} \]  \hspace{1cm} (2.4)

This model in eqn 2.4 shows that the asset price at time \( t + 1 \) is given by the price at the immediately previous moment, a term of expected change \( \mu \) which is the mean of \( P_t \) for all \( t \) known as the 'drift'. The 'drift' reflects how prices change on average to provide the expected rate of returns from holding the asset over time, plus an unpredictable error component. The error term \( \varepsilon_t \) is an independent and identically distributed (iid) variable with a mean of 0 and variance \( \sigma^2 \). The Random Walk Model can
be obtained through the Martingale process by restrictions on the error term $\varepsilon_t$. The behaviour of error term $\varepsilon_t$ is extremely important, and restrictions on the behaviour of this term produce three versions of the Random Walk model, as stated by Campbell et al. (1997).

**Random Walk I- IID Increments**

The stronger version of the Random Walk Model is the one in which increments at price $P_t$ given by error term $\varepsilon_t$ belongs to the same distribution (identically distributed) and are independent. In addition, the original distribution can be used, which in the most common cases, is the same as assuming that term $\varepsilon_t$ belongs to a normal distribution with zero mean and constant variance $\sigma^2$. Random Walk I, also known as RWI, is even more restrictive than the Martingale Model, since in the latter model the increments are nonlinearly uncorrelated and any nonlinear combination of the increments should also be uncorrelated.

**Random Walk II - Independent Increments**

The RWI model is extremely restrictive, therefore, it should not be used in real financial series because it rules out the possibility of structural changes in the data-generating process, such as parameter changes, of which the most relevant are the changes in volatility. A more appropriate version, known as Random Walk II (RW2), only requires that the increments should be independent, but not necessarily originate from the same distribution. This maintains the characteristic of linear unpredictability and allows for changes in unconditional volatility.

**Random Walk III - Uncorrelated Increments**

The most general form of the Random Walk Model requires only that $\varepsilon_t$ be uncorrelated over time. This is referred to as RW3 and is the least restrictive form of Random Walk and it is more likely to prove consistent with the behaviour observed in real financial series. RW3 is usually the most widely tested form of Random Walk.
2.2 Empirical Literature Review

The researcher reviewed the Efficient Market Hypothesis literature on African markets as in Afego (2015).

2.2.1 Weak - Form Efficiency Studies on African Stock Markets

Weak - form efficiency studies on African markets was started by Jammine & Hawkins (1974). They studied the South African stock exchange using the method of serial correlations. Their conclusion was that the market was weak-form inefficient. Affleck-Graves & Money (1975) also studied the South African market using serial correlations and concluded it has a weak-form efficiency; a result opposite to the study of Jammine & Hawkins (1974).

Other studies using serial correlations were done by Dickinson & Muragu (1994), Osei (1998), Olowe (1999) and Bundoo (2000) who concluded weak-form efficient, weak-form inefficient, weak-form efficient and weak-form inefficient on Kenya, Ghana, Nigeria and Mauritius markets, respectively. The studies continued with other researchers such as Magnusson & Wydick (2000) who studied the South African, Nigerian, Ghanaian and Zimbabwean markets using partial autocorrelations and white noise. They concluded that only the South African market was weak-form efficient. Smith et al. (2002) used multiple variance ratio (MVR) tests on South Africa, Egypt and Nigeria. Again, only the South African market was found to be weak-form efficient.

Furthermore, researchers like Appiah-Kusi & Menyah (2003), Simons & Laryea (2005) and Jefferis & Smith (2005) used EGARCH-M, ARIMA and MVR tests and time varying GARCH, respectively, to study on different African markets. Appiah-Kusi & Menyah concluded that only Mauritius and Kenya were weak-form efficient. South Africa was the only market seen to be weak-form efficient by Simons & Laryea (2005). The markets of Nigeria and South Africa were concluded weak-form efficient by Jefferis & Smith (2005).

Smith (2008) studied on the South African, Zimbabwean, Ghanaian and Nigerian markets using MVR tests and concluded that none of these markets were weak-form efficient, a conclusion opposite to that of Jefferis & Smith (2005). Other studies by Mollah (2007), Mollah & Vitali (2011) and Ntim et al. (2011) gave mixed conclusions about the markets they studied.
2.2.2 Semi-Strong Form Efficiency Studies on African Stock Markets

The studies of Bhana (1991), Osei (2002), Adelegan (2003), Adelegan (2009) and Afego (2011) using event-studies method on the markets in South Africa, Ghana and Nigeria showed that none of these markets was semi-strong form efficient.

There are a few studies on calendar effects. The works of Coutts and Sheikh (2002), Chukwuogur (2007), and Mlambo et al. (2009) found no evidence of seasonality for any of the markets studied, however Onyuma (2009) found the presence of seasonality in their study on Kenya. Alagidede (2008b) found mixed results for the markets studied using GARCH-type models.

2.2.3 Conclusion

A review of the weak and semi-strong forms of efficiency on African stock markets has shown that the conclusions are mixed; an example of this is the study by Jefferis and Smith (2005). This study tested for weak-form efficiency in South Africa, Zimbabwe, Nigeria, Morocco, Kenya, Egypt and Mauritius with the GARCH model with time varying parameters. They found the South African stock market to be efficient over the study period. Nigeria, Egypt and Morocco only became efficient in the latter part of the period, while Zimbabwe and Kenya failed the efficiency test over the whole period. This conclusion contradicts a study by Smith (2008) who studied 11 African markets-South Africa, Zimbabwe, Ghana, Nigeria, Egypt, Tunisia, Botswana, Kenya, Morocco, Mauritius and Cote d’Ivoire. Smith (2008) analysed the data using Wright’s joint variance ratio test, proposed by Wright (2000a), and Chow-Denning multiple variance ratio test, proposed by Chow and Denning (1993). Smith (2008) observed that none of the markets studied was weak-form efficient.

This observation makes this study relevant to the literature on EMH on African markets in the sense that, it will be finding the factors that cause efficiency conclusions on these markets by the method of meta-analysis.

Furthermore, a review of the weak-form efficiency literature shows that most of the methods used in testing weak-form efficiency on African markets are linear. However, researchers such as Dyckman and Morse (1986) and Lee et al. (2001) posit that price adjustment to new information is a continuous process and does not occur instantaneously as the Efficient Market Hypothesis makes us to believe. The researcher therefore revisited the weak-form efficiency testing by employing non-linear unit root tests in
an ESTAR framework to validate or disprove the assertion by Dyckman and Morse (1986) and Lee et al. (2001). Also the researcher used methods that are of high power than previously used methods to test if African markets are becoming weak-form efficient with time.
3. Long-Memory in Frequency Domain

Abstract

This chapter examined long-memory in price returns and volatilities of stock markets in eight African countries. The researcher employed the Hurst exponent as the measure of long-memory on a 15 year sample.

The Hurst exponent was evaluated by a semi-parametric method, the Local Whittle method. The researcher found strong evidence of long memory in both returns and volatility for all the countries as the Hurst exponent $H > 0.5$. This meant that none of the markets was weak-form efficient. However, the decay exponent of the autocovariance function showed that the autocorrelations on the South African stock market seemed to be going to zero at the fastest rate when compared to the rest of the markets.
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3.1 Introduction

The Efficient market hypothesis (EMH) states that prices fully and instantaneously reflect all the available information on the market. According to the weak form efficiency of the EMH, one cannot make abnormal returns by analysing past price information in predicting future prices of a market, Fama (1970). In other words, there should be no long memory in asset returns and volatilities. When there is long memory in returns and volatilities, it means a market responds to new information gradually but not as quickly as the EMH makes us believe (Mukherjee et al., 2011), a violation of the weak form market efficiency. Henry (2002) states that evidence of persistence in equity returns means that stock returns will be predictable, while Barkoulas et al. (2000) suggests that if a market is predictable then speculators can exploit for profit. The work of Los (2003) showed that the GARCH processes which are common models are inefficient models because they exhibit incorrect empirical long-term dependence.

Baillie (1996) observed long-memory behaviour in financial time series. Researchers such as Chan and Hammed (2006) explain the presence of long-memory in emerging markets. They believe that long-memory in emerging markets is caused by lack of flow of firm-specific information to investors. There are however other explanations of the presence of long memory in emerging markets by Kim and Wu (2008), Rajan and Zingales (2003), Harvey (1994), Tolvi (2003) and Kim and Shamsuddin (2008). It is to be noted that there have been numerous works on long memory in returns and volatilities of
stock markets (Barkoulas et al., 1997; Crato and Ray, 2000; Panas, 2001; Chen et al., 2006; Elder and Jin, 2007; Lien and Yang, 2010). Although, many authors also believe that long memory phenomenon is an illusion. Aydogan and Booth (1988) re-examined earlier papers and concluded that evidence of long memory processes in American stock returns was spurious. They concluded that it arose from the existence of pre-asymptotic behaviour in statistical estimates. Cheung and Lai (1995) could find little evidence for long memory processes in a variety of international stock returns. Chow et al. (1995) found no compelling evidence to support long memory in the equity returns they examined. Barkoulas and Baum (1996) failed to find any significant evidence of long memory in the American stock market. Grau-Carles (2005) failed to find evidence of long memory processes from the log return series from either the S&P 500 or the Dow Jones Industrial Average using a wide variety of statistical techniques. Zhuang et al. (2000) could uncover little evidence of long memory processes in UK stock returns.

McMillan and Thupayagale (2008) examined long memory in equity returns and volatility for the South African stock market using the ARFIMA-FIGARCH model in order to assess the efficiency of the market. The results show that volatility exhibits a predictable component in both sample periods, while returns in both sample periods do not. Also Morris et al. (2009) extended the work of Jefferies and Thupayagale (2008) by testing for efficiency of the South African stock market with Wavelet and Markov Switching Regime analyses. They observed that the Wavelet analysis indicated that most of the individual share prices and the share index time series were mean reverting over the long run and follow a long memory process, giving evidence against weak-form efficient market hypothesis (EMH). The Markov model established the presence of patterns in the historic time series, which gives support against the weak-form EMH.

The aim of this chapter is to examine the presence of long memory in returns and volatilities of the stock markets in Botswana, Egypt, Kenya, Mauritius, Morocco, Nigeria, South Africa and Tunisia. The researcher employed the Hurst exponent which is evaluated by the Local Whittle method (Robinson 1995).

The chapter is organised as follows:
In section 3.2, the methodology used is provided. In section 3.3, summary statistics and empirical analysis are provided. Section 3.4 discusses and gives the concluding remarks.
3.2 The Local Whittle Estimator

The Local Whittle estimator proposed by Robinson (1995) is used for analysing long-memory in the frequency domain. Since the interest is to know the degree of long memory in a given market, the researcher used the Local Whittle estimator which is a semi-parametric estimator to provide the Hurst exponent. The estimator requires specifying the parametric form of the spectral density when the frequency $\lambda$ degenerates to zero.

$$f(\lambda) \sim G(H)|\lambda|^{1-2H} \quad \text{as} \quad \lambda \to 0 \quad (3.1)$$

where $G$ is a strictly positive constant. The computation involves an additional parameter $m$ known as the bandwidth parameter which is an integer less than $N/2$, where $N$ is the size of the time series $Y_t$ where $t = 1, \ldots, N$ and as $N \to \infty$

$$\frac{1}{m} + \frac{m}{N} \to 0 \quad (3.2)$$

This means that as $N$ gets large, $m$ gets large as well, although at a slower rate. For a spectral density of the form of equation 3.1, the Whittle approximation of the Gaussian likelihood function is obtained by minimizing

$$Q(G, H) = \frac{1}{m} \sum_{j=1}^{m} \left( \frac{I(\lambda_j)}{G\lambda_j^{1-2H}} + \log \left( G\lambda_j^{1-2H} \right) \right) \quad (3.3)$$

where $\lambda_j = \frac{2\pi j}{N}$ and $I(\lambda_j) = \left| \sum_{t=1}^{N} Y_te^{i\lambda_j t} \right|^2$ is the periodgram of the time series. Therefore this estimator sums the frequencies up to $2\pi m/N$. When $G$ above is replaced by its estimate $\hat{G}$, we get

$$\hat{G} = \frac{1}{m} \sum_{j=1}^{m} \frac{I(\lambda_j)}{\lambda_j^{1-2H}} \quad (3.4)$$

$R(H)$ may be defined as

$$R(H) = Q(\hat{G}, H) - 1 = \log \left( \frac{1}{m} \sum_{j=1}^{m} \frac{I(\lambda_j)}{\lambda_j^{1-2H}} - \frac{2H - 1}{m} \sum_{j=1}^{m} \log(\lambda_j) \right)$$

Under finiteness of the fourth moment and other assumptions, Robinson (1995) showed that

$$\hat{H} = \arg\min R(H) \quad (3.5)$$

converges in probability to actual value $H$, i.e.,

$$m^{1/2} \left( \hat{H} - H \right) \to_d \text{Normal}(0, 1/4) \quad (3.6)$$
Section 3.2. The Local Whittle Estimator

Hence, choosing \( m \) is important. As \( m \) gets larger, \( \hat{H} \) converges to \( H \) faster. On the other hand, \( m \) should be small if the series presents short memory. This study, makes use of a limiting value of \( m = (N/2) - 1 \) to ensure \( \hat{H} \) converges to \( H \) faster.

The Hurst exponent \( H \) which measures the size and direction of persistence in a time series is a bounded real number, \( H \in [0, 1] \). The following are to be noted about \( H \):

1. If \( H = 0.5 \), it means that all autocorrelations tend rapidly to zero and the time series is a random walk. Hence it is concluded that no long memory in time series, thus the market is said to be weak-form efficient.

2. If \( H > 0.5 \), there is a stronger memory effect which means persistence in the time series. This means that an increase (decrease) of asset price is likely to follow another increase (decrease).

3. If \( H < 0.5 \), it suggests anti-persistence or mean reversion which means an increase (decrease) of asset price is likely to follow a decrease (increase).

The researcher adopted Perron and Qu (2010) convention of accounting for zero returns by eliminating returns with absolute magnitudes below \( 1.0 \times 10^{-6} \).

The researcher followed especially the work of Anderson et al. (2001) and researchers such as Taylor (1986), Crato and Lima (1994), Starica and Granger (2005) and Bentes et al. (2008) who used the squared of log returns as the best approximation for volatility.

In using the Hurst exponent in determining the degree of long memory. Let \( Y_t \) be the price of an index at time \( t \) and \( r_t \) is the logarithmic return denoted by:

\[
r_t = \log \left( \frac{Y_t}{Y_{t-1}} \right)
\]  \hspace{1cm} (3.7)

Volatility is therefore denoted by:

\[
v_t = r_t^2
\]  \hspace{1cm} (3.8)

**Evaluation of Hurst Exponent**

The Hurst exponent was estimated for each of the series (returns and volatilities) for the eight indices. Each series was split into smaller values each having \( n \) observations.
### 3.3 Results

<table>
<thead>
<tr>
<th>Market</th>
<th>No of observations</th>
<th>Mean</th>
<th>Std deviation</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Jarque-Bera</th>
<th>ADF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Botswana</td>
<td>3915</td>
<td>0.0006</td>
<td>0.0078</td>
<td>5.8172</td>
<td>124.9661</td>
<td>2572200</td>
<td>-14.823</td>
</tr>
<tr>
<td>Egypt</td>
<td>3915</td>
<td>0.0006</td>
<td>0.0169</td>
<td>-0.4309</td>
<td>10.1907</td>
<td>17084</td>
<td>-14.491</td>
</tr>
<tr>
<td>Kenya</td>
<td>3915</td>
<td>0.0002</td>
<td>0.0093</td>
<td>0.3047</td>
<td>31.6902</td>
<td>164070</td>
<td>-13.932</td>
</tr>
<tr>
<td>Mauritius</td>
<td>3915</td>
<td>0.0004</td>
<td>0.0067</td>
<td>0.2802</td>
<td>22.7257</td>
<td>84396</td>
<td>-13.543</td>
</tr>
<tr>
<td>Morocco</td>
<td>3915</td>
<td>0.0003</td>
<td>0.0077</td>
<td>-0.4954</td>
<td>7.1333</td>
<td>7712</td>
<td>-14.117</td>
</tr>
<tr>
<td>Nigeria</td>
<td>3915</td>
<td>0.0003</td>
<td>0.0133</td>
<td>-0.6872</td>
<td>368.4107</td>
<td>22164000</td>
<td>-14.862</td>
</tr>
<tr>
<td>South Africa</td>
<td>3915</td>
<td>0.0005</td>
<td>0.0121</td>
<td>-0.1164</td>
<td>3.6536</td>
<td>2190.4</td>
<td>-15.743</td>
</tr>
<tr>
<td>Tunisia</td>
<td>3915</td>
<td>0.0003</td>
<td>0.0053</td>
<td>-0.4453</td>
<td>11.2584</td>
<td>20833</td>
<td>-14.5</td>
</tr>
</tbody>
</table>

**Table 3.1: Summary Statistics for returns**

<table>
<thead>
<tr>
<th>Market</th>
<th>Hurst Exponent (H)</th>
<th>Decay Exponent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Botswana</td>
<td>0.8892</td>
<td>-0.223</td>
</tr>
<tr>
<td>Egypt</td>
<td>0.7788</td>
<td>-0.443</td>
</tr>
<tr>
<td>Kenya</td>
<td>0.8165</td>
<td>-0.366</td>
</tr>
<tr>
<td>Mauritius</td>
<td>0.8735</td>
<td>-0.252</td>
</tr>
<tr>
<td>Morocco</td>
<td>0.8618</td>
<td>-0.276</td>
</tr>
<tr>
<td>Nigeria</td>
<td>0.8325</td>
<td>-0.335</td>
</tr>
<tr>
<td>South Africa</td>
<td>0.8953</td>
<td>-0.209</td>
</tr>
<tr>
<td>Tunisia</td>
<td>0.8875</td>
<td>-0.2249</td>
</tr>
</tbody>
</table>

**Table 3.2: Hurst Estimate and Decay Exponent for returns**
3.4 Discussion and Conclusions

Discussion

The results from Table 3.1 showed the summary statistics of the return series. It was observed that the return series were not normally distributed. The null hypothesis of normality by the use of the Jarque-Bera statistic at the 1% level of significance was failed to be accepted. The kurtosis coefficients were very high ($k > 3$) and the series were skewed negatively. The result from the Augmented Dickey-Fuller tests showed that the return series were stationary. These results showed that the series were not weak-form efficient, a violation of the Efficient Market Hypothesis (EMH).

Table 3.2 and Table 3.3 presented the main results of this study. The values for the Hurst exponent were stronger in Table 3.3 (volatility) than in Table 3.2 (returns). The Hurst exponent for the returns and volatility series for all the indices were greater than 0.5. It was concluded that there was the presence of long-memory in the markets. Thus memory effect was stronger and the markets exhibited mean reversion, implying an increase (decrease) of asset price is likely to follow another increase (decrease). Therefore, the markets in Botswana, Egypt, Kenya, Mauritius, Morocco, Nigeria, South Africa and Tunisia were less liquid and information does not flow well in setting current prices on the market. This makes them inefficient in the weak-form.

<table>
<thead>
<tr>
<th>Market</th>
<th>Hurst Exponent (H)</th>
<th>Decay Exponent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Botswana</td>
<td>0.9995</td>
<td>-0.0010</td>
</tr>
<tr>
<td>Egypt</td>
<td>0.9984</td>
<td>-0.0031</td>
</tr>
<tr>
<td>Kenya</td>
<td>0.9995</td>
<td>-0.0009</td>
</tr>
<tr>
<td>Mauritius</td>
<td>0.9999</td>
<td>-0.0001</td>
</tr>
<tr>
<td>Morocco</td>
<td>0.9999</td>
<td>-0.0001</td>
</tr>
<tr>
<td>Nigeria</td>
<td>0.9822</td>
<td>-0.0354</td>
</tr>
<tr>
<td>South Africa</td>
<td>0.9998</td>
<td>-0.0004</td>
</tr>
<tr>
<td>Tunisia</td>
<td>0.9999</td>
<td>-4.02E-5</td>
</tr>
</tbody>
</table>

Table 3.3: Hurst Estimate and Decay Exponent for volatility
Conclusions

In this chapter, the presence of long-memory in eight African stock markets were examined. A 15 year (2000-2015) data was used in estimating the Hurst exponent of the returns and volatility series by using the Local Whittle estimator proposed by Robinson (1995).

The results showed evidence of strong memory effect in both returns and volatility as the Hurst exponent for the markets are greater than 0.5.

These results provided evidence that none of the markets studied were weak-form efficient. This means that there are opportunities for abnormal returns to be made when one analyses past prices of these markets.
4. Long-Memory in Time Domain

Abstract
Emerging stock markets which are not sophisticated and under-researched are said to become efficient with time. This study examined this assertion by analysing long-memory persistence in 8 African stock markets covering the period from August 28, 2000 to August 28, 2015. The Hurst exponent was used as an efficiency measure which was evaluated by the Detrended Fluctuation Analysis (DFA). The findings showed strong evidence of long-memory persistence in the markets which violated the weak-form Efficient Market Hypothesis (EMH).
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4.1 Introduction
Long-memory or long-range dependence or non-Gaussianity which is a stylized fact of financial data implies that observations which are apart in time are highly correlated. When there is persistence of long-memory on a stock market, it means a violation of the Efficient Market Hypothesis (EMH). The EMH states that information on a market is incorporated correctly and instantaneously in setting prices on that market so if long-memory persists, abnormal returns can be made by analysing information on the market.

This chapter examined the degree of long-memory persistence over time with the use of the Hurst exponent which will be evaluated by the Detrended Fluctuation Analysis (DFA). When the efficiency measure, the Hurst exponent, shows persistence or anti-persistence, then the market is inefficient. On the other hand, when there is no persistence nor anti-persistence, then abnormal returns cannot be made by analysing information on that market which goes to affirm the EMH.

It is of belief that as stock markets develop, they become efficient with an increase in the number of research analysts and arbitrageurs, hence, anything that constitutes abnormal profit-making should be identified and discarded immediately. The reason why arbitrageurs are seen on efficient markets is because, Grossman and Stigitz (1980) argue that, to bring about efficiency, there should be some level of inefficiency in order to give an incentive to arbitrageurs to find and trade the assets which are not
The aim of this chapter is to examine the degree of long-memory on the returns of African stock markets over time. African stock markets which are emerging have seen little attention when it comes to long-memory persistence, Barkoulas et al. (2000). Therefore, this work will build on the works on emerging markets in the literature by Tolvi (2003), Cajueiro and Tabak (2004a, 2004b), Jefferis and Smith (2005), McMillan and Thupayagale (2008), Jefferies and Thupayagale (2008), and Morris et al. (2009).

The rest of the paper will be sectioned as follows:

Section 4.2 presents the literature review. Section 4.3 describes the Detrended Fluctuation Analysis (DFA) method. Section 4.4 presents the research findings with appropriate tables and graphs. Section 4.4 discusses the research findings and concludes the chapter.

### 4.2 Literature Review

There has been considerable amount of research on long-memory persistence in financial time series. A time series that shows presence of long-memory implies it is serially dependent, which is a violation of the EMH in that the market is said not to correctly and instantaneously reflect all the available information on that market.

The literature makes mention of the works of Mandelbrot (1971) who argues that the presence of serial dependence in a financial time series shows that new market information is not incorporated in setting current prices. This assertion was affirmed by Mukherjee et al. (2011) who found that Indian stock returns were autocorrelated. He therefore concluded that markets response to new information is a gradual process and not instantaneous as the EMH suggests. Also, Los (2003) showed that the use of (G)ARCH processes cannot correctly model long-term dependence. Barkoulas and Baum (1996) extended the argument by Los (2003) stating that since techniques such as linear modelling and forecasting assume EMH-consistent Gaussian distributions, the presence of long-memory in financial time series would make conclusions based on these techniques invalid. The works of Costa and Vasconcelos (2003) show that the Brazilian stock market displayed a memory effect which lasted for up to six months. Barkoulas et al. (2000) and Panas (2001) both found significant and robust evidence of long memory processes in the Greek stock market. Rege and Martin (2007) discovered pronounced long memory effects in the Portuguese stock market.

The work of Sadique and Silvapulle (2001) found evidence of long-memory persistence in emerging
markets of Korea, Malaysia, Singapore and New Zealand but not in developed markets such as USA, UK and Japan. These findings suggest that emerging markets exhibit long-memory while developed markets do not. The reasons behind this assertion were given much emphasis in the paper by Chan and Hameed (2006) who found out that long-memory persists in emerging markets because flow of information of a firm to potential investors is poorer than the flow of information in developed markets. Also, Tolvi (2003) observed that serial dependence in smaller markets make them less efficient than developed markets; a conclusion which was affirmed by Kim and Shamsuddin (2008).

But Cajueiro and Tabak (2004b) however make a conclusion that emerging markets move towards efficiency with time. An investigation of this is one of the aims of this chapter; to see if African stock markets are becoming efficient with time. Cajueiro and Tabak (2004b) give reasons such as increase in foreign capital inflow and increase in trading volumes as the drivers of emerging markets towards efficiency.

The Hurst exponent developed by Hurst (1951) to compute the optimum size of a dam on River Nile will be used to measure the degree of long-memory in the stock markets. The exponent will be evaluated by the use of a technique for detecting long range autocorrelations in time series, the Detrended Fluctuation Analysis (DFA) developed by Peng et al. (1994).

### 4.3 Long-Memory

Long-memory is defined based on frequency or time domains. It is commonly defined with respect to its autocorrelation function (ACF). Ding et al. (1993) describe a series to have long-memory if its ACF declines slowly and has an infinite spectrum at zero frequency.

Given a time series $Y_t$, the frequency domain definition of long-memory is when a spectral density $f(\lambda)$ of low frequencies obeys

$$f(\lambda) \sim C_f |\lambda|^{-2d} \quad \text{as} \quad \lambda \to 0$$

(4.1)

where $\lambda$ is the frequency, $C_f$ is a strictly positive constant and $d$ is the fractional degree of integration.

In the time domain, long-memory is said to be present in a series $Y_t$ if there exists a real number $H$ and a finite constant $C$ such that the ACF, $\rho(k)$ has the following rate of decay:

$$\rho(k) \approx Ck^{2H-2} \quad \text{as} \quad k \to \infty$$

(4.2)

where $H \in (0, 1)$, is called the Hurst exponent, which measures the degree of long-memory of the time series.
This chapter seeks to measure the degree of long-memory in the time domain hence the Hurst exponent will be evaluated by the Detrended Fluctuation Analysis (DFA) is thus used.

4.4 Detrended Fluctuation Analysis

The Detrended Fluctuation Analysis (DFA) is an important tool for detecting long-range autocorrelations in time series with non-stationarities which affect experimental data. The researcher followed Peng et al. (1994) who proposed the DFA. Suppose $Y(t)$ be an integrated financial time series of logarithmic returns, i.e.

$$Y(t) = \ln(P_t) - \ln(P_{t-1})$$ (4.3)

where $P_t$ and $P_{t-1}$ are the daily closing prices of the index on two consecutive trading days and $t = 1, ..., N$. In this method, the integrated time series is divided into blocks of the same length $n$. The ordinary least squares method is used to estimate the trend in each block. In each block, the ordinary least square line is expressed as $Y_n(t)$. The trend of the series is removed by subtracting $Y_n(t)$ from the integrated series $Y(t)$ in each block.

This procedure is applied to each block and the fluctuated magnitude is defined as

$$\sigma_{DFA} = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (Y(t) - Y_n(t))^2}$$ (4.4)

This step is repeated for every step $n$ and to estimate Hurst exponent, the following scaling relationship is defined

$$\sigma_{DFA} \propto n^H.$$ (4.5)

This equation (4.5) can be written as

$$\log(\sigma_{DFA}) \propto H \log(n).$$ (4.6)

This linear relationship between $\sigma_{DFA}$ and $n$ on a log-log plot supports the presence of power law (fractal) scaling which indicates there is self-similarity in the series. This means the fluctuation over small time scales are related to fluctuations over larger time scales. The following are to be noted about $H$:

If $H = 0.5$, it means that all autocorrelations tend rapidly to zero and the time series is a random walk.
The market is thus weak-form efficient.

If $H > 0.5$, the memory effect is stronger which means persistence. Thus, an increase (decrease) of an asset price is likely to follow another increase (decrease).

If $H < 0.5$, it suggests anti-persistence or mean reversion in the time series.

### 4.5 Results

<table>
<thead>
<tr>
<th>Year</th>
<th>Botswana</th>
<th>Egypt</th>
<th>Kenya</th>
<th>Mauritius</th>
<th>Morocco</th>
<th>Nigeria</th>
<th>South Africa</th>
<th>Tunisia</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>0.4829</td>
<td>0.4655</td>
<td>0.5969</td>
<td>0.5604</td>
<td>0.5712</td>
<td>0.6150</td>
<td>0.4623</td>
<td>0.4117</td>
</tr>
<tr>
<td>2001</td>
<td>0.6704</td>
<td>0.6072</td>
<td>0.5525</td>
<td>0.6916</td>
<td>0.5318</td>
<td>0.4972</td>
<td>0.5785</td>
<td>0.4754</td>
</tr>
<tr>
<td>2002</td>
<td>0.5145</td>
<td>0.5278</td>
<td>0.6944</td>
<td>0.6153</td>
<td>0.6257</td>
<td>0.5808</td>
<td>0.4473</td>
<td>0.6726</td>
</tr>
<tr>
<td>2003</td>
<td>0.6128</td>
<td>0.6347</td>
<td>0.5305</td>
<td>0.7955</td>
<td>0.6395</td>
<td>0.4203</td>
<td>0.4885</td>
<td>0.5879</td>
</tr>
<tr>
<td>2004</td>
<td>0.5980</td>
<td>0.6521</td>
<td>0.7889</td>
<td>0.7569</td>
<td>0.6156</td>
<td>0.4173</td>
<td>0.6455</td>
<td>0.7385</td>
</tr>
<tr>
<td>2005</td>
<td>0.5756</td>
<td>0.5498</td>
<td>0.6049</td>
<td>0.5666</td>
<td>0.5595</td>
<td>0.6753</td>
<td>0.4793</td>
<td>0.6483</td>
</tr>
<tr>
<td>2006</td>
<td>0.5551</td>
<td>0.4929</td>
<td>0.5714</td>
<td>0.6390</td>
<td>0.6551</td>
<td>0.6494</td>
<td>0.5342</td>
<td>0.7036</td>
</tr>
<tr>
<td>2007</td>
<td>0.6007</td>
<td>0.5887</td>
<td>0.4632</td>
<td>0.6283</td>
<td>0.4282</td>
<td>0.6159</td>
<td>0.4662</td>
<td>0.5907</td>
</tr>
<tr>
<td>2008</td>
<td>0.8045</td>
<td>0.7127</td>
<td>0.6228</td>
<td>0.6512</td>
<td>0.4905</td>
<td>0.6949</td>
<td>0.4717</td>
<td>0.6044</td>
</tr>
<tr>
<td>2009</td>
<td>0.5171</td>
<td>0.4395</td>
<td>0.6631</td>
<td>0.5784</td>
<td>0.5324</td>
<td>0.5287</td>
<td>0.4139</td>
<td>0.7519</td>
</tr>
<tr>
<td>2010</td>
<td>0.6283</td>
<td>0.5735</td>
<td>0.5683</td>
<td>0.6235</td>
<td>0.4549</td>
<td>0.5037</td>
<td>0.5208</td>
<td>0.4925</td>
</tr>
<tr>
<td>2011</td>
<td>0.6017</td>
<td>0.5437</td>
<td>0.5883</td>
<td>0.5252</td>
<td>0.5609</td>
<td>0.5315</td>
<td>0.3857</td>
<td>0.5728</td>
</tr>
<tr>
<td>2012</td>
<td>0.7107</td>
<td>0.4417</td>
<td>0.5492</td>
<td>0.6727</td>
<td>0.5618</td>
<td>0.6803</td>
<td>0.5091</td>
<td>0.5222</td>
</tr>
<tr>
<td>2013</td>
<td>0.6504</td>
<td>0.6663</td>
<td>0.5128</td>
<td>0.6644</td>
<td>0.4692</td>
<td>0.6398</td>
<td>0.4858</td>
<td>0.5753</td>
</tr>
<tr>
<td>2014</td>
<td>0.7952</td>
<td>0.4375</td>
<td>0.5673</td>
<td>0.6032</td>
<td>0.4916</td>
<td>0.5406</td>
<td>0.4254</td>
<td>0.6527</td>
</tr>
<tr>
<td>2015</td>
<td>0.6435</td>
<td>0.4476</td>
<td>0.5763</td>
<td>0.6233</td>
<td>0.4917</td>
<td>0.5507</td>
<td>0.4752</td>
<td>0.6321</td>
</tr>
<tr>
<td>All years</td>
<td>0.6532</td>
<td>0.6007</td>
<td>0.6290</td>
<td>0.6667</td>
<td>0.5879</td>
<td>0.6081</td>
<td>0.5279</td>
<td>0.6450</td>
</tr>
</tbody>
</table>

Table 4.1: Hurst exponent for returns
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Figure 4.1: DFA plot of Botswana
Time History: 1st order cumulative summation

Detrended Fluctuation Analysis, Detrending: $x \sim 1 + t$

Figure 4.2: DFA plot of Egypt
Time History: 1st order cumulative summation
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Figure 4.3: DFA plot of Kenya
Time History: 1st order cumulative summation

Detrended Fluctuation Analysis, Detrending: $x \sim 1 + t$

Figure 4.4: DFA plot of Mauritius
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Figure 4.5: DFA plot of Morocco
Time History: 1st order cumulative summation

Detrended Fluctuation Analysis, Detrending: \( x \sim 1 + t \)

Figure 4.6: DFA plot of Nigeria
Figure 4.7: DFA plot of South Africa
Time History: 1st order cumulative summation

Detrended Fluctuation Analysis, Detrending: x ~ 1 + t

Figure 4.8: DFA plot of Tunisia
Referring to Table 3.1, the summary statistics of the return series for the markets showed that the series were non-Gaussian. The kurtosis coefficients were large and mostly skewed negatively. The Jarque-Bera test statistic null hypothesis was rejected at the 1% level of significance. The Augmented Dickey-Fuller (ADF) test in Table 3.1 showed that the return series were stationary. This is because the test statistics are greater than the critical values of the ADF at all significance levels. Hence, the null of unit root of the ADF test is rejected.

From Table 4.1, there were periods that the Hurst exponent, $H < 0.5$ for some markets. This meant that the memory effect during that period was less and possibly moving towards efficiency. However, a close look at the DFA plots of $\log$(RMSE) versus $\log$(scale) in Figures 4.1 to 4.8 of the return series for the 15 year period showed a different feature. The DFA plots indicated the degree of long-memory persistence by estimating the Hurst exponent. The Hurst exponents for the markets showed persistence of long-memory in the return series because all had $H > 0.5$.

The plot of the return series in Figures 4.1 to 4.8 showed an upward trend which was in contrast to Cajueiro and Tabak (2004b) who found a downward slope as evidence of emerging markets becoming efficient with time. This new findings meant that the markets were not becoming efficient with time. In ranking the eight markets studied using the all years Hurst exponent in Table 4.1, it was observed that the market with a smaller Hurst exponent and hence less memory effect was South Africa, Morocco, Egypt, Nigeria, Kenya, Tunisia, Botswana and finally Mauritius.

Conclusions

In this chapter, the degree of long-memory persistence in return series over time in eight African stock markets were examined. The Hurst exponent was used as a measure of long-memory persistence which was evaluated by the Detrended Fluctuation Analysis (DFA).

This work built on the works on emerging markets in the literature by Tolvi (2003), Cajueiro and Tabak (2004a, 2004b), Jefferis and Smith (2005), McMillan and Thupayagale (2008), Smith (2008), Jefferies and Thupayagale (2008), and Morris et al. (2009).

It was observed that there was strong evidence of long-memory persistence in the markets studied which is contrary to the works of Cajueiro and Tabak (2004b), Jefferies and Smith (2005) but agrees with the work of Smith (2008) who concluded that none of the 11 African markets studied was weak-form efficient. These findings give strong evidence against the weak-form Efficient Market Hypothesis (EMH) in that long-memory persistence in these markets means existence of arbitrage opportunities.
5. Adaptive Market Hypothesis

Abstract
This chapter re-examines and analyses the return predictability of eight African stock markets using a non-parametric Generalised Spectral test in a rolling window approach.
The results support the Adaptive Market Hypothesis (AMH) in the sense that indices whose returns were observed to be predictable by analysing them in absolute form and therefore weak-form inefficient showed trends of unpredictability in a rolling window.

Keywords: Generalised Spectral Test, Martingale, Relative efficiency, Rolling window, African stock markets

5.1 Introduction
Analyses of studies on stock return predictability on the African continent have mainly relied on using the whole sample of a particular index which seeks to find absolute efficiency. In finding absolute efficiency, the conclusion of a particular market is either weak-form efficient or weak-form inefficient when the analysis is done using past price information. This has resulted in mixed conclusions about the weak-form Efficient Market Hypothesis (EMH) on stock markets in Africa. The problem with absolute efficiency approach is that stock markets become efficient with time because of improvements in the quality of information processing due to reforms on the markets; Hall and Urga (2002) hence drawing conclusions over a whole sample do not take into account time frames for lower or higher efficiency, Afego (2015). The relative efficiency reasoning is consistent with the Adaptive Markets Hypothesis (AMH) of Lo (2004, 2005) who talks about market efficiency not being an all-or-none condition but a feature that varies continuously with time.
In the literature, relative market efficiency is achieved using a rolling window or time-varying approach. For example, Cajueiro and Tabak (2004) estimate Hurst exponents in each window to test for long-term linear dependence and use the median as a statistical measure when ranking the markets. Lim (2007) and Lim and Brooks (2010) used the rolling bicorrelation test statistic that focuses on nonlinear dependence, arguing that a more appropriate indicator for relative efficiency would be the percentage of time windows in which the market exhibited significant nonlinear dependence. On the African continent, studies on
relative efficiency of stock markets have been few with only those of Jefferis and Smith (2005) and Smith and Dyakova (2014).

This chapter therefore contributes to the extant literature on relative efficiency of African stock markets. The researcher extended the work of Smith and Dyakova (2014) by analysing returns of indices from eight African stock markets using the Generalised spectral test of Escanciano and Velasco (2006). The Generalised spectral test is a non-parametric test which does not depend on distributional assumptions. It is able to detect a wide range of linear and non-linear dependencies in conditional mean, hence has more power than other competing tests, Charles et al. (2010).

The rest of the chapter is as follows:
Section 5.2 briefly describes the Generalised spectral test of Escanciano and Velasco (2006). Section 5.3 presents summary statistics of the data as well as the empirical results. Section 5.4 discusses the results and concludes the chapter.

Closing prices from these indices were transformed into returns which were calculated by

\[ Y_t = \ln \left( \frac{P_t}{P_{t-1}} \right) \]

where \( P_t \) and \( P_{t-1} \) are the daily closing prices of the index on two consecutive trading days.

### 5.2 The Generalised Spectral Test

The Generalised spectral (GS) test of Escanciano and Velasco (2006) is a non-parametric test designed to detect the presence of linear and nonlinear dependencies in a stationary time series. The GS test considers dependence at all lags; it is robust to conditional heteroskedasticity and it is consistent against a class of uncorrelated non-martingale sequences. Monte-Carlo tests done by researchers such as Charles et al. (2010) to study comparison between small sample properties of other tests for martingale difference hypothesis (MDH) conclude that the GS test performs better under nonlinear dependence and has more empirical power than other tests.

The GS test proceeds as followed in Todea and Lazar (2012):
Let \( \{Y_t\}_{t=1}^n \) be a stationary return time series. The null hypothesis of a martingale difference sequence of the return series is tested against the alternative hypothesis using a pairwise approach. Thus: \( H_0 : m_j(y) = 0; j \geq 1 \) almost surely where \( m_j(y) = E[Y_t - \mu | Y_{t-j} = y] \) and \( \mu \) is the mean against \( H_1 : P(m_j(Y_{t-j}) \neq 0) > 0 \) for some \( j \geq 1 \).

Let \( \gamma_j(x) = E[(Y_t - \mu) e^{ixT_{t-j}}] \) be a nonlinear measure of dependence where \( x \in \mathbb{R} \). The exponential
weighting function is used to measure the conditional mean dependence in a nonlinear time series. The null hypothesis above is therefore consistent with $\gamma_j(x) = 0$ for all $j \geq 1$ almost everywhere.

Escanciano and Velasco (2006) used the generalised spectral distribution function:

$$H(\lambda, x) = \gamma_0(x)\lambda + 2 \sum_{j=1}^{\infty} \gamma_j(x)[\sin(j\pi\lambda)/j\pi]$$

where $\lambda \in [0, 1]$. The sample estimate of $H$ becomes

$$\hat{H}(\lambda, x) = \gamma_0(x)\lambda + 2 \sum_{j=1}^{\infty} (1 - j/n)^{1/2} \hat{\gamma}_j(x)\frac{\sin(j\pi\lambda)}{j\pi}$$

where $(1 - j/n)^{1/2}$ is a sample finite correction factor, $\hat{\gamma}_j(x) = (n - j)^{-1} \sum_{t=1+j}^{n} (Y_t - \bar{Y}_{n-j})e^{ixY_{i-j}}$ and $\bar{Y}_{n-j} = (n - j)^{-1} \sum_{t=1+j}^{n} Y_t$. The generalised spectral distribution function under the null of Martingale difference hypothesis (MDH) therefore becomes $H(\lambda, x) = \gamma_0(x)\lambda$. The test is based on the difference between $\hat{H}(\lambda, x)$ and $\hat{H}_0(\lambda, x) = \hat{\gamma}_0(x)\lambda$ as follows:

$$S_n(\lambda, x) = \left(\frac{n}{2}\right)^{1/2} [\hat{H}(\lambda, x) - \hat{H}_0(\lambda, x)] = \sum_{j=1}^{\infty} (1 - j/n)^{1/2} \hat{\gamma}_j(x)\sqrt{2}\sin(j\pi\lambda)/j\pi$$

The researcher used the Cramer-von Mises norm in equation (5.4) below to evaluate the distance of $S_n(\lambda, x)$ to zero for all possible values of $\lambda$ and $x$

$$D^2_n = \int_R \int_0^1 |S_n(\lambda, x)|^2 W(dx) d\lambda = \sum_{j=1}^{n-1} (n - j) \frac{1}{(j\pi)^2} \int_R |\hat{\gamma}(x)|^2 W(dx)$$

where the weighting function $W(.)$ satisfies some mild conditions. If the standard normal cumulative distribution functions is settled as the weighting function, the following statistics results:

$$D^2_n = \sum_{j=1}^{n-1} \frac{(n - j)}{(j\pi)^2} \sum_{t=j+1}^{n} \sum_{s=j+1}^{n} (Y_t - Y_{n-j}^-)(Y_s - Y_{n-j}^-)e^{0.5(Y_t - Y_{n-j}^-)^2}$$

The null hypothesis of a martingale difference hypothesis is rejected when values of $D^2_n$ are large.

Since the asymptotic distribution of the test depends on the data-generating process in a complicated way, the authors therefore propose implementing the test using a wild bootstrap procedure. The validity of the bootstrap procedure was proved, allowing for approximation of the critical values. The $p$-values for the test statistic $D^2_n$ are obtained by the following steps as outlined in Escanciano and Velasco (2006):

1. test if $\{Y_t\}_{t=1}^{n}$ is stationary
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1. compute the statistics $D_n^2$ for the stationary return time series, $\{Y_t\}_{t=1}^n$

2. simulate a sequence $\{w_t\}_{t=1}^n$ of independent random variables with zero mean, unit variance and bounded support independent of the observed sequence

3. compute $\hat{\phi}_t(x) = e^{ixY_t} - (n - j) \sum_{t=j+1}^n e^{ixY_t}$

4. repeat steps 2 and 3 many times to obtain a bootstrap distribution of the test statistic.

The p-value of the test statistic is thus estimated as the proportion of $D_n^2$ greater than $D_n^2$.

A p-value is first computed for the first 500 observations, the first observation is then dropped and the sample rolled one point forward to re-estimate the next p-value.

In this study, a window length of 500 observations lead to 3416 rolling windows for each of the return series. Also, a statistical indicator of relative efficiency proposed by Lim (2007) which determines the percentage of time windows for which a p-value is less than 0.05 was used.

5.3 Results

First, preliminary analysis were done to determine the time series properties of the return of the indices under study and then applied the Generalised spectral test to compute the p-value on the full sample. The sample was divided into two and computed p-values for the period from 2000 to 2007 and from 2008 to 2015 before finally the p-value was computed for each rolling window in order to observe the time variation in predictability for the indices.

Preliminary Analysis

Referring to Table 3.1, it was observed that the return series were non-Gaussian. The kurtosis coefficients are large and mostly skewed negatively. The Jarque-Bera test statistic null hypothesis is rejected at the 1% level of significance. The Augmented Dickey-Fuller test showed that the return series were stationary.
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P - values for full sample and sub - sample Analysis

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Botswana</td>
<td>0.3167</td>
<td>0.3800</td>
<td>0.0433</td>
</tr>
<tr>
<td>Egypt</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Kenya</td>
<td>0.0000</td>
<td>0.0067</td>
<td>0.0300</td>
</tr>
<tr>
<td>Mauritius</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0300</td>
</tr>
<tr>
<td>Morocco</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.1000</td>
</tr>
<tr>
<td>Nigeria</td>
<td>0.9100</td>
<td>0.3133</td>
<td>0.0000</td>
</tr>
<tr>
<td>South Africa</td>
<td>0.5100</td>
<td>0.3933</td>
<td>0.4533</td>
</tr>
<tr>
<td>Tunisia</td>
<td>0.0000</td>
<td>0.0033</td>
<td>0.0200</td>
</tr>
</tbody>
</table>

Table 5.1: The p-values for Generalised Spectral test

Plots of P - values for full sample

(a) Botswana

(b) Egypt

Figure 5.1: P - value plots of Botswana and Egypt
Figure 5.2: P-value plots of Kenya and Mauritius

(a) Kenya

(b) Mauritius

Figure 5.3: P-value plots of Morocco and Nigeria

(a) Morocco

(b) Nigeria
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Figure 5.4: P-value plots of South Africa and Tunisia

Percentage of windows for which p-value < 0.05

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Botswana</td>
<td>36.27</td>
<td>18.61</td>
<td>53.92</td>
</tr>
<tr>
<td>Egypt</td>
<td>24.18</td>
<td>9.19</td>
<td>39.16</td>
</tr>
<tr>
<td>Kenya</td>
<td>61.21</td>
<td>38.70</td>
<td>83.72</td>
</tr>
<tr>
<td>Mauritius</td>
<td>59.66</td>
<td>38.70</td>
<td>80.62</td>
</tr>
<tr>
<td>Morocco</td>
<td>32.99</td>
<td>51.63</td>
<td>14.36</td>
</tr>
<tr>
<td>Nigeria</td>
<td>58.25</td>
<td>36.59</td>
<td>79.91</td>
</tr>
<tr>
<td>South Africa</td>
<td>3.48</td>
<td>4.80</td>
<td>2.17</td>
</tr>
<tr>
<td>Tunisia</td>
<td>40.32</td>
<td>39.91</td>
<td>40.73</td>
</tr>
</tbody>
</table>

Table 5.2: Percentage of p-values < 0.05
5.4 Discussion and Conclusions

The plots of the p-values from the rolling window approach in Figures 5.1 - 5.4 were numerically discussed.

**Botswana**

It was observed in Table 5.1 that the p-values using the Generalised Spectral Test (GST) in absolute form using the full sample and the sample for the period between 2000 and 2007 were not predictable (that is, 0.3167 > 0.05). The sample became predictable for the period between 2008 and 2015 (0.0433 < 0.05). The rolling window results in Table 5.2 established that about 36.27% of the windows for the full sample had p-values less than 0.05. This number decreased to 18.61% for the sample between 2000 and 2007 but increases to 53.92% for the sample between 2008 and 2015. This observation shown a contradiction of the position by Cajueiro and Tabak (2004b) that markets become efficient with time.

**Egypt**

The p-values as reported in Table 5.1 shown that the index was predictable. The full sample and the two sub-samples had p-values of 0.0000 which is less than 0.05. This made the index weak-form inefficient, a conclusion which contradicted that of Appiah-Kusi and Menyah (2003) but conformed to the results of Simons and Laryea (2005).

The results for the rolling windows shown that only 24.18%, 9.19% and 39.16% of the windows for the full sample and the sub-samples were predictable. It will be statistically incorrect therefore to label the whole sample as rejecting the null hypothesis of return predictability as reported in Table 5.1. This observation conformed to the work of Smith and Dyakova (2014) who concluded that the Egyptian market was least predictable in a rolling window.

**Kenya**

The index was predictable and hence weak-form inefficient as evidenced by results in Table 5.1. More than half of the windows for the full sample have p-values less than 0.05 and it was more predictable for the period between 2008 and 2015 as 83.72% of the windows had p-values less than 0.05. This predictability conclusion contradicted the results by Dickinson and Muragu (1994) who used serial correlations and the runs test to analyse the Kenyan market for the period between 1979 to 1989. The return predictability conclusion however was in conformity with the results of Jefferis and Smith (2005) and that of Smith and Dyakova (2014).
Mauritius
The index was predictable as reported in Table 5.2 with respect to the full sample and the two sub-samples. This conformed to the results in the literature on Mauritius by Bundoo (2000) and Simons & Laryea (2005). The full sample had almost 60% of the windows being predictable. This number went up to 80.62% of the windows being predictable for the sub-sample between 2008 and 2015 in Table 5.2. This finding contradicted the assertion that markets, and for that matter, indices become efficient with time.

Morocco
The full sample had p-values of 0.00 in Table 5.1, hence, predictable but the index was not predictable for the period between 2008 and 2015. About 15% of the windows for the sample between 2008 and 2015 are predictable. This means that the index was becoming efficient with time as the number of windows that are predictable reduced from 51.63% for the 2000 to 2007 period to about 15% for the period between 2008 and 2015 as shown in Table 5.2

Nigeria
The p-value from Table 5.1 shown the index was not predictable for the full sample and the period between 2000 and 2007 but became predictable for the period between 2008 and 2015. This showed the index was not becoming efficient with time. In absolute form, the index would have been concluded as weak-form efficient. This conclusion conformed to Olowe (1999) and Jefferis and Smith (2005) but contradicted that of Magnusson & Wydick (2002), Smith et al. (2002), Smith (2008) and Mollah & Vitalli (2011). Results from the rolling window in Table 5.2 showed that almost 58.25% of the windows were predictable for the full sample and about 79.91% of windows predictable for the period between 2008 and 2015. These results showed that the Nigerian market was becoming predictable with time which contradicted the results obtained by Cajueiro and Tabak (2004b) but conformed to the results obtained by Smith and Dyakova (2014).

South Africa
South Africa was the most weak-form efficient index of all the indices under study as based on results from Table 5.1. It was not predictable as the p-values for the full sample and that of the sub-samples were greater than 0.05. This result was in conformity with the results obtained by Affleck-Graves & Money (1975), Magnusson & Wydick (2002), Smith et al. (2002), Simons & Laryea (2005), Jefferis & Smith (2005), McMillan & Thupayagale (2008) and Mollah & Vitali (2011) but not in conformity with the results of Jammie & Hawkins (1974) and that of Smith (2008). The results from the rolling window approach in Table 5.2 showed less than 4% of the windows had p-values less than 0.05 in the full.
sample and the sub-samples. This made the South African market the least predictable, a conclusion that resonated with that of Smith & Dyakova (2014).

**Tunisia**

The results from Table 5.1 brought about a conclusion that the index was predictable but the rolling window results in Table 5.2 showed that less than 50% of the windows of the full sample and the sub-samples had p-values less than 0.05. Therefore, it cannot be wholly concluded that the index was predictable as there were about 60% of periods of unpredictability. The index was thus the least predictable as concluded by Smith and Dyakova (2014).

**Conclusions**

This study re-examined and extended the work of Smith and Dyakova (2014) by analysing the return predictability of eight African stock markets. The data was analysed using the non-parametric Generalised Spectral Test of Escanciano and Velasco (2006) in a rolling window approach.

The results favour the Adaptive Market Hypothesis (AMH) of Lo (2004, 2005) in that each of the return series showed trends in the time variation of return predictability. For example, Egypt, one of the oldest markets in Africa was found to be highly predictable when the analysis was done in absolute form because its p-values were 0.0000 for the full sample and the sub-samples, thus violating the assertion that markets become efficient with time as posited by Cajueiro and Tabak (2004b). In the rolling window approach, the results for Egypt however showed that it was not highly predictable as observed earlier in the full sample results since it had one of the lowest percentages of the windows that had p-values less than 0.05 after South Africa.
6. Stationarity under Exponential Smooth Threshold Autoregressive (ESTAR)

Abstract
This chapter examined the stationarity of eight African stock markets. The results from the analyses of the logarithmic daily closing prices of eight indices from August, 28 2000 to August, 28 2015 using the non-linear ADF unit root test and the modified Wald type test under an ESTAR framework were compared.

The results showed that both non-linear unit root tests failed to reject the null of unit root in all the markets but for Botswana. It was concluded that the stock markets in Egypt, Kenya, Mauritius, Morocco, Nigeria, South Africa and Tunisia are non-stationary and hence weak-form efficient.

Keywords: Stationarity, African Stock Markets, ESTAR, Weak-form efficiency

6.1 Introduction
The stationarity or otherwise of a stock market has implications on the conclusions that are made about such market(s) with respect to its informational efficiency. The Efficient Market Hypothesis (EMH) as postulated by Fama (1970) states that, current prices reflect all the available information on the market. Thus information is quickly and instantaneously reflected in setting current security prices. This assertion implies a linear relationship between information and pricing, however, this linear assertion has been criticised by researchers such as Dyckman and Morse (1986) and Lee et al. (2001). They posit that the data-generating process of a financial data is non-linear and not linear as the EMH stipulates. According to McMillan (2003), Hasanov and Omay (2008), the non-linearity of a financial data arises because of issues such as market friction, transaction costs, noise traders, the existence of bid-ask spreads and short sales. The issues raised by these researchers make the EMH assertion of linearity not totally valid.

Notwithstanding these issues raised, there have been studies of the EMH on African stock markets especially the weak-form type of EMH. The weak-form EMH states that prices on the market reflect information on past prices. Studies of the weak-form EMH on African stock markets have ended with
mixed conclusions. Afego (2015) reviews the literature on the weak-form EMH on African stock markets. An example of a mixed conclusion about the markets was when Jeffers and Smith (2005) tested for weak-form efficiency in South Africa, Zimbabwe, Nigeria, Morocco, Kenya, Egypt and Mauritius by a GARCH model with time varying parameters. They found the JSE to be efficient over the study period between 1990 and 2001. Nigeria, Egypt and Morocco only became efficient in the latter part of the period, while Zimbabwe and Kenya failed the efficiency test over the whole period. Smith (2008) however studied the weak-form EMH on 11 African markets, namely, South Africa, Zimbabwe, Ghana, Nigeria, Egypt, Tunisia, Botswana, Kenya, Morocco, Mauritius and Cote d’Ivoire. Smith (2008) analysed the data using Wright’s joint variance ratio test, proposed by Wright (2000a), and Chow-Denning multiple variance ratio test, proposed by Chow and Denning (1993), observed that none of the markets studied was weak form efficient. There are so many questions that come to mind as to why this contradiction. Could it be because of the data period chosen or the method of analysis employed?

This chapter seeks to use a non-linear method to analyse the stationarity or otherwise of eight African stock markets since according to Afego (2015), the methods that have been used in the literature in analysing data on African stock markets have been linear. Non-linear time series models such as the smooth transition autoregressive (STAR) models which have been used by researchers for some time now in analysing financial data, (Terasvirta, 1994) were considered. First, a test for linearity in the series were done by applying the Brock, Dechert and Scheinkman (1987) test for detecting serial dependence in time series. After the evidence of nonlinearity, tests for stationarity were done by employing two non-linear unit root tests under an exponential STAR (ESTAR) framework; the ADF type unit root against ESTAR developed by Kapetanios et al. (2003) and the modified Wald type non-linear unit root test by Kruse (2011).

The rest of the chapter is organised as follows:

Section 6.2 to section 6.4 describes the methods used in analysing the data. The results and findings are presented in section 6.5. Section 6.6 discusses the findings and concludes the chapter.

### 6.2 The BDS Linearity Test

The BDS test was developed by W.A. Brock, W. Dechert and J. Scheinkman in 1987 (hereafter BDS (1987)). The test is used for detecting serial dependence in time series, hence, it can be used to detect nonlinearity. The null of independent and identically distributed (I.I.D.) hypothesis is tested against an unspecified alternative. The researcher followed the procedure below in computing the BDS test: Let
\( y_i \) be a time series with \( N \) observations, which should be the first difference of the natural logarithms of the raw data. Thus
\[
\{y_i\} = [y_1, y_2, y_3, \ldots, y_N] \tag{6.1}
\]

The researcher selected a value of \( m \) called the 'embedding dimension' and embed the time series into \( m \)-dimensional vectors by taking each \( m \) successive points in the series. This converted the series of scalars into a series of vectors with overlapping entries:
\[
y_1^m = (y_1, y_2, \ldots, y_m)
\]
\[
y_2^m = (y_2, y_3, \ldots, y_{m+1})
\]
\[
y_{N-m}^m = (y_{N-m}, y_{N-m+1}, \ldots, y_N)
\]

The correlation integral was computed. The correlation integral, which is a measure of the spatial correlation among the points by adding the number of pairs of points \((i, j)\) where \(1 \leq i \leq N\) and \(1 \leq j \leq N\) in the \(m\)-dimensional space which are "close" in the sense that the points are within a radius of tolerance \(\varepsilon\) of each other.
\[
C_{\varepsilon,m} = \frac{1}{N_m(N_m - 1)} \sum_{i \neq j} I_{i,j;\varepsilon} \tag{6.2}
\]

where
\[
I_{i,j;\varepsilon} = \begin{cases} 1, & \text{if } ||y_i^m - y_j^m|| \leq \varepsilon \\ 0, & \text{otherwise} \end{cases}
\]

BDS (1987) proved that if the time series is an IID
\[
C_{\varepsilon,m} \approx [C_{\varepsilon,1}]^m \tag{6.3}
\]

According to Lin (1997), if the ratio \(\frac{N}{m}\) is greater than 200, the values of \(\frac{\varepsilon}{\sigma}\) range from 0.5 to 2 and the values of \(m\) are between 2 and 5 (Brock et al. (1988)). The quantity \([C_{\varepsilon,m} - (C_{\varepsilon,1})^m]\) has an asymptotic normal distribution with zero mean and a variance \(V_{\varepsilon,m}\) defined as:
\[
V_{\varepsilon,m} = 4 \left[ K^m + 2 \sum_{j=1}^{m-1} K^{m-j} C_{\varepsilon}^{2j} + (m - 1)^2 C_{\varepsilon}^{2m} - m^2 K C_{\varepsilon}^{2m-2} \right] \tag{6.4}
\]

where
\[
K = K_{\varepsilon} = \frac{6}{N_m(N_m - 1)(N_m - 2)} \sum_{i<j<N} h_{i,j;N;\varepsilon} h_{i,j;N;\varepsilon} = \frac{[I_{i,j;\varepsilon} I_{j,N;\varepsilon} + I_{i,N;\varepsilon} I_{N,j;\varepsilon} + I_{j,i;\varepsilon} I_{i,N;\varepsilon}]}{3}
\]
The BDS test statistic is thus stated as:

\[ BDS_{\varepsilon,m} = \frac{\sqrt{N}[C_{\varepsilon,m} - (C_{\varepsilon,1})^m]}{\sqrt{V_{\varepsilon,m}}} \]  

(6.5)

The null hypothesis of independent and identically distributed (IID) was rejected at the 5% significance level if \( |BDS_{\varepsilon,m}| > 1.96 \).

### 6.3 Nonlinear ADF Unit Root Test against ESTAR

The Augmented Dickey-Fuller (ADF) test which is to detect nonstationarity in a time series was extended by Kapetanos, Shin and Snell (2003) (hereafter, the KSS). The null of a unit root as in the ADF test is kept by KSS but the alternative hypothesis is that of a nonlinear but globally stationary process. The researcher explains the KSS test as follows: Let

\[ y_t = y_{t-1} + \phi y_{t-1}(1 - \exp(-\gamma(y_{t-1} - c)^2)) + \varepsilon_t \]  

(6.6)

be a univariate exponential smooth transition autoregressive model of order 1, ESTAR (1) where \( c = 0 \) is the location parameter. Equation (6.6) was transformed by KSS (2003) by making \( c = 0 \). Hence the researcher obtained:

\[ \Delta y_t = \phi y_{t-1}(1 - \exp((-\gamma y_{t-1})^2)) + \varepsilon_t \]  

(6.7)

where \( y_t \) is the demeaned and or detrended series of interest and \( 1 - \exp((-\gamma y_{t-1})^2) \) is the exponential transition function in the KSS test for nonlinear adjustment. The hypotheses of the KSS test is that \( H_0 : \gamma = 0 \) against \( H_1 : \gamma > 0 \). Since \( \gamma \) cannot be identified directly under \( H_0 \), the null hypothesis becomes impossible to test. KSS (2003) therefore reparametrized equation (6.7) using a first order Taylor series approximation and the following auxiliary regression was obtained:

\[ \Delta y_t = \beta_1 y_{t-1}^3 + \mu_t \]  

(6.8)

with \( \mu_t \) being a noise term depending on \( \varepsilon_t \), \( \phi \) and remainder of the Taylor expansion. Equation (6.8) looks like the Dickey-Fuller test regression without a deterministic term. The cubic term \( y_{t-1}^3 \) approximates the ESTAR nonlinearity. The researcher modified equation (6.8) so that it can take care of the presence of a possible serial correlation in the error terms. Thus

\[ \Delta y_t = \beta_1 y_{t-1}^3 + \mu_t + \sum_{k=1}^{q} \rho \Delta y_{t-k} + \varepsilon_t \]  

(6.9)
where $q$ is the number of augmentations that can be specified using any standard lag length selection criteria, hence, the null hypothesis becomes $H_0 : \beta_1 = 0$ versus $H_1 : \beta_1 < 0$.

KSS (2003) provided critical values for the test statistic which had no asymptotic standard normal distribution. The critical values on page 364 of their article are reproduced in the Table 6.1 below:

<table>
<thead>
<tr>
<th>Significance level</th>
<th>Raw Data</th>
<th>Demeaned Data</th>
<th>Detrended Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td>-2.82</td>
<td>-3.48</td>
<td>-3.93</td>
</tr>
<tr>
<td>5%</td>
<td>-2.22</td>
<td>-2.93</td>
<td>-3.40</td>
</tr>
<tr>
<td>10%</td>
<td>-1.92</td>
<td>-2.66</td>
<td>-3.13</td>
</tr>
</tbody>
</table>

Table 6.1: Critical Values of the KSS test

### 6.4 Modified Wald-type Test against ESTAR

The argument by Kruse (2011) was that the location parameter $c$ in the exponential transition function must be nonzero hence the nonlinear model in equation (6.6) was considered as:

$$
\Delta y_t = y_{t-1} + \phi y_{t-1}(1 - e^{\gamma(y_{t-1} - c)^2}) + \varepsilon_t.
$$

A first-order Taylor approximation to $G(y_t; \gamma, c) = (1 - e^{\gamma(y_t - c)^2})$ around $\gamma = 0$ was applied and the test regression was proceeded as follows:

$$
\Delta y_t = \beta_1 y_{t-1}^3 + \beta_2 y_{t-1}^2 + \beta_3 y_{t-1} + \mu_t.
$$

Following Kapetanios et al. (2003) and to improve the power of the test statistic, $\beta_3 = 0$ was imposed and obtained an estimated model as:

$$
\Delta y_t = \beta_1 y_{t-1}^3 + \beta_2 y_{t-1}^2 + \mu_t
$$

where $\beta_1 = \gamma \phi$ and $\beta_2 = -2c\gamma \phi$. The interest was in testing the null of a unit root; $H_0 : \gamma = 0$ against the alternative of a globally stationary ESTAR process $H_1 : \gamma > 0$.

From the test regression in equation (6.12), the pair of hypothesis is equivalent to $H_0 : \beta_1 = \beta_2 = 0$ against $H_1 : \beta_1 < 0, \beta_2 \neq 0$. It is to be noted that under $H_1$, $\beta_1$ is one-sided and $\beta_2$ is two-sided so that $c$ is allowed to take on real values. This testing problem where one parameter is one-sided under $H_1$ and the other parameter is two-sided is non-standard therefore employing a standard Wald test would be
Section 6.5. Results

inappropriate. Following the methods of Abadir and Distaso (2007), Kruse (2011) derived a modified Wald test for the null and alternative hypothesis which is simply formulated by:

\[
\tau = t_{\beta_1/2=0}^2 + 1(\hat{\beta}_1 < 0) t_{\beta_1=0}^2
\]  

(6.13)

where two-summands in the test statistic \( \tau \) can be interpreted as follows:

The first term is a squared t-statistic for the hypothesis \( \beta_{1/2} = 0 \). Thus \( \beta_{1/2} \) is orthogonal to \( \beta_1 \) while the second term is a squared t-statistic for the hypothesis \( \beta_1 = 0 \). The test statistic \( \tau \) has a non-standard asymptotic distribution and the asymptotic critical values are derived under the standard assumptions for the error term which are shown in Table 6.2.

<table>
<thead>
<tr>
<th>Significance level</th>
<th>Raw Data</th>
<th>Demeaned Data</th>
<th>Detrended Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td>13.5</td>
<td>13.75</td>
<td>17.10</td>
</tr>
<tr>
<td>5%</td>
<td>9.53</td>
<td>10.17</td>
<td>12.82</td>
</tr>
<tr>
<td>10%</td>
<td>7.85</td>
<td>8.60</td>
<td>11.10</td>
</tr>
</tbody>
</table>

Table 6.2: Critical Values of the Kruse test

6.5 Results

The linear unit root test results in Table 6.3 showed that the Augmented Dickey Fuller ADF and the KwiatkowskiPhillipsSchmidtShin (KPSS) tests failed to reject the assertion that the series were of unit roots in all cases. This meant that the logarithmic daily closing prices of the indices under study were non-stationary and therefore not mean reverting.

An examination on whether the logarithmic daily closing prices of the indices were characterized by a linear or nonlinear trend were done. The Brock, Dechert and Scheinkman (BDS) (1996) test for detecting serial dependence in time series was employed. The results of the BDS test of embedding dimension \( m = 2 \) and metric bound \( \varepsilon \) equal 0.5 times the standard deviation of the logarithmic price series as shown in Table 6.4 indicate that all the test statistics are greater than the critical values. Also, the small p-values show that a non-linear relationship exists, therefore, the conclusion on the BDS test is that the null of an independent and identically distribution is rejected. This shows that the eight indices follow a non-linear pattern. This non-linear pattern in the data therefore allowed us to carry out a non-linear test on the data using the non-linear ADF test of Kapetanios et al. (2003) and the modified
Table 6.3: Results of linear Unit Root tests

<table>
<thead>
<tr>
<th>Index</th>
<th>ADF</th>
<th>KPSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp; P Botswana BMI</td>
<td>-1.55</td>
<td>22.51</td>
</tr>
<tr>
<td>EGX 30</td>
<td>-0.82</td>
<td>17.78</td>
</tr>
<tr>
<td>NSE 20</td>
<td>-1.23</td>
<td>15.42</td>
</tr>
<tr>
<td>SE Semdex</td>
<td>-0.74</td>
<td>23.80</td>
</tr>
<tr>
<td>Morocco All Share (MASI)</td>
<td>-0.51</td>
<td>16.61</td>
</tr>
<tr>
<td>Nigeria All Share</td>
<td>-1.67</td>
<td>12.25</td>
</tr>
<tr>
<td>FTSE/JSE All Share</td>
<td>-1.98</td>
<td>24.37</td>
</tr>
<tr>
<td>Tunindex</td>
<td>-1.84</td>
<td>25.17</td>
</tr>
</tbody>
</table>

Table 6.4: BDS test results of logarithmic daily closing prices

<table>
<thead>
<tr>
<th>Index</th>
<th>$\varepsilon/\sigma$</th>
<th>Embedding dimension (m)</th>
<th>Test statistic</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp; P Botswana BMI</td>
<td>0.5</td>
<td>2</td>
<td>192.74</td>
<td>0.00</td>
</tr>
<tr>
<td>EGX 30</td>
<td>0.5</td>
<td>2</td>
<td>178.25</td>
<td>0.00</td>
</tr>
<tr>
<td>NSE 20</td>
<td>0.5</td>
<td>2</td>
<td>150.04</td>
<td>0.00</td>
</tr>
<tr>
<td>SE Semdex</td>
<td>0.5</td>
<td>2</td>
<td>182.84</td>
<td>0.00</td>
</tr>
<tr>
<td>Morocco All Share (MASI)</td>
<td>0.5</td>
<td>2</td>
<td>176.96</td>
<td>0.00</td>
</tr>
<tr>
<td>Nigeria All Share</td>
<td>0.5</td>
<td>2</td>
<td>182.21</td>
<td>0.00</td>
</tr>
<tr>
<td>FTSE/JSE All Share</td>
<td>0.5</td>
<td>2</td>
<td>238.74</td>
<td>0.00</td>
</tr>
<tr>
<td>Tunindex</td>
<td>0.5</td>
<td>2</td>
<td>247.50</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Wald type test of Kruse (2011). Figures 6.1-6.4 however showed that the plots of the logarithmic daily closing prices was characterized by a trend, hence the non-linear analysis will only be on the demeaned and detrended data.

The results obtained by analysing the data using the non-linear Kapetanios et al. (2003) and the non-linear Kruse (2011) tests are as shown in Tables 6.5 and 6.6 respectively. The null of unit root was failed to be rejected in all the markets studied for the demeaned and detrended data but for Botswana.
The Kapetanios et al. (2003) test rejects the null of unit root for Botswana when the data is demeaned at the 5% and 10% significance levels while the Kruse (2011) test rejects the null of unit root for Botswana when the data is demeaned at the 1%, 5% and 10% significance levels.

![Graphs of log series for Botswana and Egypt](image1)
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**Figure 6.1:** Plots of log series for Botswana and Egypt

![Graphs of log series for Kenya and Mauritius](image2)
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**Figure 6.2:** Plots of log series for Kenya and Mauritius
Figure 6.3: Plots of log series for Morocco and Nigeria

Figure 6.4: Plots of log series for South Africa and Tunisia
Table 6.5: Results of Kapetanios et al. (2003) test

<table>
<thead>
<tr>
<th>Index</th>
<th>Demeaned</th>
<th>Detrended</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp; P Botswana BMI</td>
<td>-3.15</td>
<td>-1.28</td>
</tr>
<tr>
<td>EGX 30</td>
<td>-0.94</td>
<td>-1.15</td>
</tr>
<tr>
<td>NSE 20</td>
<td>-0.77</td>
<td>-1.18</td>
</tr>
<tr>
<td>SE Semdex</td>
<td>-1.08</td>
<td>-1.03</td>
</tr>
<tr>
<td>Morocco All Share (MASI)</td>
<td>-1.27</td>
<td>-1.16</td>
</tr>
<tr>
<td>Nigeria All Share</td>
<td>-1.92</td>
<td>-0.95</td>
</tr>
<tr>
<td>FTSE/JSE All Share</td>
<td>-1.03</td>
<td>-2.06</td>
</tr>
<tr>
<td>Tunindex</td>
<td>-0.31</td>
<td>-2.01</td>
</tr>
</tbody>
</table>

Table 6.6: Results of Kruse test

<table>
<thead>
<tr>
<th>Index</th>
<th>Demeaned</th>
<th>Detrended</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp; P Botswana BMI</td>
<td>18.59</td>
<td>5.95</td>
</tr>
<tr>
<td>EGX 30</td>
<td>1.04</td>
<td>1.43</td>
</tr>
<tr>
<td>NSE 20</td>
<td>1.02</td>
<td>1.57</td>
</tr>
<tr>
<td>SE Semdex</td>
<td>1.55</td>
<td>1.81</td>
</tr>
<tr>
<td>Morocco All Share (MASI)</td>
<td>1.97</td>
<td>1.36</td>
</tr>
<tr>
<td>Nigeria All Share</td>
<td>4.31</td>
<td>1.66</td>
</tr>
<tr>
<td>FTSE/JSE All Share</td>
<td>2.47</td>
<td>7.19</td>
</tr>
<tr>
<td>Tunindex</td>
<td>1.24</td>
<td>4.17</td>
</tr>
</tbody>
</table>

6.6 Discussion and Conclusions

The non-stationarity conclusion and the subsequent implication of weak-form efficiency of seven out of the eight African markets studied contradict most studies in the weak-form efficiency literature of the EMH. In most of the studies summarized by Afego (2015), with the exception of the South African market which has shown consistency in being weak-form efficient, the rest of the markets have been weak-form inefficient.
The reason behind the results of this study which conclude a weak-form efficiency for the markets known in literature to be mostly weak-form inefficient, might be due to the assertion by Cajueiro and Tabak (2004b). They are of the view that markets become efficient through time. The markets studied have existed for quite some time. As a result, factors given by Cajueiro and Tabak (2004b) to bring about efficiency such as increases in foreign capital inflow and in trading volumes, technological advancement in a market’s operations might have affected the conclusions.

On the other hand, Botswana was proven to be weak-form inefficient. The reason for this might be due to the fact that even though the market had existed since 1989, technological advancement has been slow. For example, an automated trading system which deals with clearing and settlement was only introduced in 2012.

**Conclusions**

The stationarity of eight indices on eight African stock markets were examined. The BDS test of serial dependence was used to check whether the data-generating process was characterized by a linear or non-linear pattern. The BDS test results showed non-linearly behaviour in the data generating process hence the researcher employed two non-linear unit root tests under the ESTAR framework namely the non-linear ADF unit root of *Kapetanios et al. (2003)* and an extension of the *Kapetanios et al. (2003)* test known as the 'modified wald type test' of Kruse (2011).

The findings from the two non-linear tests showed that the markets were non-stationary but for Botswana, thus it was concluded that the stock markets in Egypt, Kenya, Mauritius, Morocco, Nigeria, South Africa and Tunisia are non-stationary, therefore, weak-form efficient while Botswana is not weak-form efficient. This observation means it is difficult for arbitrageurs to make abnormal profits by analysing the price history on these seven African stock markets.
7. Modelling Under Self Exciting Threshold Autoregressive (SETAR) Model

Abstract
The chapter examined whether non-linear patterns were present in the returns of eight indices on the stock markets in Botswana, Egypt, Kenya, Mauritius, Morocco, Nigeria, South Africa and Tunisia between the period of 2011 and 2015.

The results of applying four linearity tests on the returns concluded that the null of linearity was rejected on all four tests for the eight indices. The indices were modelled under the non-linear self-exciting threshold autoregressive (SETAR) model. The modelling performance of the non-linear SETAR model with that of the standard AR(1) and AR(2) were compared by analysing AIC values of the respective models. The results showed that the SETAR model fitted the data well, hence, modelling stock market returns from these eight countries using linear models might lead to spurious conclusions.

Keywords: Threshold models, Linearity tests, Self-Exciting Threshold AutoRegressive (SETAR) model

7.1 Introduction

The Efficient Market Hypothesis (EMH) posits that information on a market is correctly and instantaneously incorporated in setting current asset prices. This assertion means there is a linear relationship between information flow to market participants and how prices are set on the market, thus modelling and forecasting of the returns are done using linear models. However, some researchers have raised objection to the EMH. Researchers, such as, Hinich and Paterson (1985), Fama and French (1988), Lo and McKinlay (1988), Hsieh (1991), Cochrane (1998), Terasvirta and Asbrink (1998) and Garcia and Gencay (2000) have questioned whether it is appropriate for linear models to be used in analysing complex models that had come about as a result of how prices are determined and the market negotiation process. These researchers believe that market participants do not have an even trading field. It is believed that information flow
on the market is not simultaneously relayed to all agents on the market, therefore, a non-linear model is appropriate for capturing the dynamics on the market. Nonlinearity on the market might be due to agents having different objectives and targets for trading on the market. Also agents vary in their negotiation times and how agents view risk and the need to diversify their portfolio. These sources of nonlinearity on the market has increased the interest in analysing stock returns with non-linear methods.

Although it is reported in the extant literature of the non-easiness of non-linear models because they can sometimes create spurious fits, (Granger and Terasvirta, 1993), a discrete transition regime switching model, the self-exciting threshold autoregressive (SETAR) model was employed, because of its variety and flexibility. The SETAR model is robust to heteroscedasticity in the data.

The aim of this chapter was to determine if there exits non-linear patterns on the returns of eight indices on the stock markets in Botswana, Egypt, Kenya, Mauritius, Morocco, Nigeria, South Africa and Tunisia. First, four linearity tests were applied on the returns of the series - Keenan (1985) test, Tsay (1986) test, BDS (1987) test and the Delay Vector Variance (DVV) test developed by Gautama et al. (2004). If nonlinearity exists, the returns of the series were modelled with the SETAR model. The results of the SETAR model were compared with the results of the standard AR(1) and AR(2) models to see which model fitted the data well by analysing the AIC values.

The chapter is organised as follows:

Sections 7.2 to 7.6 describe the methods employed. Section 7.7 presents the empirical results while section 7.8 discusses the findings observed and concludes the chapter.

The daily closing prices were transformed into returns which were calculated as:

\[ Y_t = \ln \left( \frac{P_t}{P_{t-1}} \right) \]

where \( P_t \) and \( P_{t-1} \) are the daily closing prices of the index on two consecutive trading days.

**Methodology**

The Keenan test, the Tsay test, the BDS test and the Delay Vector Variance test were employed to confirm the existence or otherwise of non-linear patterns in the data. These tests were chosen based on its power. If nonlinearity was present, the returns were modelled using the non-linear SETAR.

**Linearity Tests**
First, the return series were tested if it exhibited non-linear patterns before proceeding with modelling using non-linear models. Four linearity tests, namely, Keenan (1985) test and Tsay (1986) test, BDS (1987) test and the Delay Vector Variance DVV (2004) test were presented.

### 7.2 Keenan Test

The Keenan test (1985) as in Cryer and Chan (2008) was presented. The Keenan (1985) test is used to test for nonlinearity against the null hypothesis that a time series follows some AR process. The Keenan test is based on a second-order Volterra type expansion similar to the Taylor expansion. The Volterra expansion is used for non-linear modelling and it is able to capture memory effects.

The Keenan test can be written as:

$$ y_t = \mu + \sum_{i=-\infty}^{\infty} \theta_i \varepsilon_{t-i} + \sum_{i,j=-\infty}^{\infty} \theta_{ij} \varepsilon_{t-i} \varepsilon_{t-j} + \sum_{i,j,k=-\infty}^{\infty} \theta_{ijk} \varepsilon_{t-i} \varepsilon_{t-j} \varepsilon_{t-k} + ... $$  \hspace{1cm} (7.1)

Here, \( \{\varepsilon_t, -\infty < t < \infty\} \) are a sequence of independent and identically distributed random variables with mean zero and \( \sigma^2_{\varepsilon} < \infty \) while \( y_1, y_2, y_3, ..., y_n \) are the observations. The process \( \{y_t\} \) is linear if the double sum of the right hand side of equation (7.1) disappears. Thus, testing the nonlinearity of a series \( \{y_t\} \) consists practically in testing whether the double sum is zero or not.

Alternatively, as proven by Cryer and Chan (2008), Keenan test can also be heuristically derived as follows:

$$ y_t = \theta_0 + \phi_1 Y_{t-1} + \ldots + \phi_m Y_{t-m} + \exp\left\{\eta \left(\sum_{j=1}^{m} \phi_j Y_{t-j}\right)^2\right\} + \varepsilon_t $$ \hspace{1cm} (7.2)

where \( \{\varepsilon_t\} \) are independent and normally distributed with zero mean and finite variance. If the regression coefficient \( \eta = 0 \) then the exponential term becomes 1. Equation 7.2 becomes an AR model with order \( m \). However, if the regression coefficient \( \eta \) is different from zero, then equation 7.2 is nonlinear. Using the expansion \( \exp(x) \approx 1 + x \), which holds for \( x \) of small magnitude, it was seen that for small \( \eta \), \( Y_t \) follows approximately a quadratic AR model:

$$ Y_t = \theta_0 + \phi_1 Y_{t-1} + \ldots + \phi_m Y_{t-m} + \exp\left\{\eta \left(\sum_{j=1}^{m} \phi_j Y_{t-j}\right)^2\right\} + \varepsilon_t $$ \hspace{1cm} (7.3)
The test statistic \( \hat{F} = \frac{\eta^2(n - 2m - 2)}{\text{RSS} - \eta^2} \) is approximately distributed as an F-distribution with degrees of freedom 1 and \( n - 2m - 2 \). The null of linearity is rejected if the p-value is less than 0.05.

7.3 Tsay Test

Tsay (1986) extended the Keenan test due to its limitations. As shown in Keenan (1985), although the Keenan test is robust in detecting nonlinearity in the form of the square of the approximating linear conditional mean function, the strength of the test is sometimes low. This limitation brought about Tsay (1986) test. The Tsay test was presented as in Cryer and Chan (2008).

Tsay replaced the term \( \eta (\sum_{j=1}^{m} \phi_j Y_{t-j})^2 \) of equation 7.2 by

\[
\exp \left( \varsigma_{1,1} Y_{t-1}^2 + \varsigma_{1,2} Y_{t-1} Y_{t-2} + \cdots + \varsigma_{1,m} Y_{t-1} Y_{t-m} + \\
\varsigma_{2,2} Y_{t-2}^2 + \varsigma_{2,3} Y_{t-3} Y_{t-2} + \cdots + \varsigma_{2,m} Y_{t-2} Y_{t-m} + \cdots \\
\varsigma_{m-1,m-1} Y_{t-m+1}^2 + \varsigma_{m-1,m} Y_{t-m+1} Y_{t-m} + \varsigma_{m,m} Y_{t-m + \epsilon_t}^2 \right) \tag{7.4}
\]

From this approximation in equation 7.4, it can be observed that the nonlinear model is approximately a quadratic AR model but the coefficient of the quadratic terms are unconstrained. Therefore, the Tsay test considers the following quadratic regression model:

\[
Y_t = \theta_0 + \phi_1 Y_{t-1} + \cdots + \phi_m Y_{t-m} + \varsigma_{1,1} Y_{t-1}^2 + \varsigma_{1,2} Y_{t-1} Y_{t-2} + \cdots + \varsigma_{1,m} Y_{t-1} Y_{t-m} + \\
\varsigma_{2,2} Y_{t-2}^2 + \varsigma_{2,3} Y_{t-3} Y_{t-2} + \cdots + \varsigma_{2,m} Y_{t-2} Y_{t-m} + \cdots \\
\varsigma_{m-1,m-1} Y_{t-m+1}^2 + \varsigma_{m-1,m} Y_{t-m+1} Y_{t-m} + \varsigma_{m,m} Y_{t-m + \epsilon_t}^2 \tag{7.5}
\]

and tests whether all \( \frac{m(m+1)}{2} \) coefficients \( \varsigma_{i,j} = 0 \).

The autoregressive order \( m \) must be specified using the Akaike Information Criterion (AIC) to test the null of linearity. The null of linearity is rejected if the p-value is less than 0.05.
The BDS test was developed by W.A. Brock, W. Dechert and J. Scheinkman in 1987 (hereafter BDS (1987)). The test is used for detecting serial dependence in time series, hence it can be used to detect nonlinearity. The null of independent and identically distributed (I.I.D) hypothesis is tested against an unspecified alternative. The procedure below was followed in computing the BDS test: Let $y_i$ be a time series with $N$ observations, which should be the first difference of the natural logarithms of the raw data. Thus

$$\{y_i\} = [y_1, y_2, y_3, \ldots, y_N]. \quad (7.6)$$

A value of $m$ called the 'embedding dimension' was selected and embed the time series into $m$-dimensional vectors by taking each $m$ successive points in the series. This converts the series of scalars into a series of vectors with overlapping entries:

$$y_i^m = (y_1, y_2, \ldots, y_m)$$
$$y_2^m = (y_2, y_3, \ldots, y_{m+1})$$
$$y_{N-m}^m = (y_{N-m}, y_{N-m+1}, \ldots, y_N)$$

A correlation integral was computed. The correlation integral, which is a measure of the spatial correlation among the points by adding the number of pairs of points $(i, j)$ where $1 \leq i \leq N$ and $1 \leq j \leq N$ in the $m$-dimensional space which are "close" in the sense that the points are within a radius of tolerance $\varepsilon$ of each other.

$$C_{\varepsilon,m} = \frac{1}{N_m(N_m - 1)} \sum_{i \neq j} I_{i,j;\varepsilon} \quad (7.7)$$

where

$$I_{i,j;\varepsilon} = \begin{cases} 
1, & \text{if } ||y_i^m - y_j^m|| \leq \varepsilon \\
0, & \text{otherwise}
\end{cases}$$

BDS (1987) proved that if the time series is an IID

$$C_{\varepsilon,m} \approx [C_{\varepsilon,1}]^m \quad (7.8)$$
According to Lin (1997), if the ratio $\frac{N}{m}$ is greater than 200, the values of $\frac{\epsilon}{\sigma}$ range from 0.5 to 2 and the values of $m$ are between 2 and 5 (Brock et al. (1988)). The quantity $[C_{\epsilon,m} - (C_{\epsilon,1})^m]$ has an asymptotic normal distribution with zero mean and a variance $V_{\epsilon,m}$ defined as:

$$V_{\epsilon,m} = 4 \left[ K^m + 2 \sum_{j=1}^{m-1} K^{m-j} C_{\epsilon}^{2j} + (m - 1)^2 C_{\epsilon}^{2m} - m^2 K C_{\epsilon}^{2m-2} \right]$$

(7.9)

where

$$K = K_{\epsilon} = \frac{6}{N_m(N_m-1)(N_m-2)} \sum_{i<j<N} h_{i,j,N;\epsilon}; h_{i,j,N;\epsilon} = \frac{[I_{i,j;\epsilon} I_{j,N;\epsilon} + I_{i,N;\epsilon} I_{j,j;\epsilon} + I_{j,i;\epsilon} I_{i,N;\epsilon}]}{3}$$

The BDS test statistic is thus stated as:

$$BDS_{\epsilon,m} = \frac{\sqrt{N}[C_{\epsilon,m} - (C_{\epsilon,1})^m]}{\sqrt{V_{\epsilon,m}}}$$

(7.10)

The null of independent and identically distributed (IID) was rejected at the 5% significance level if $|BDS_{\epsilon,m}| > 1.96$.

### 7.5 Delay Vector Variance (DVV) Test

The delay vector variance method, hereafter, (DVV) was developed by Gautama et al. (2004a) for signal characterization. Characterizing signal nonlinearities have been adopted in predicting survival in heart failure cases, practical engineering situations (Ho et al., 1997; Chambers and Mandic, 2001) and in economic time series (Caraiani (2011), Addo et al. 2013a, 2013b, 2013c). DVV is based on surrogate data and it is more suitable for signal processing application because the data-generating process can be described by a linear or non-linear equations theoretically. The combination with the concept of surrogate data gives an additional account of the nonlinear behavior of the time series. The DVV analysis calculates the target variance $\sigma^2$ which is an inverse measure of the predictability of a time series. The summarized algorithm of the DVV analysis is presented below:

1. For an optimal embedding dimension $m$ which are obtained via a differential entropy based method using wavelet-based surrogates and time lag $\tau$, generate delay vector (DV) : $y(k) = [y_{k-\tau}, \ldots, y_{k-m\tau}]$ and corresponding target $y_t$
2. The mean $\mu_d$ and standard deviation $\sigma_d$ are computed over all pairwise distances between DVs, $||y(t) - y(j)||$ for $t \neq j$.

3. The sets $\Omega_k$ are generated such that $\Omega_k = \{y(t)||y(k) - y(t)|| \leq \varrho_d\}$. That is sets which consists of all DVs that lie closer to $x(k)$ than a certain $\varrho_d$ taken from the interval $[\min\{0, \mu_d - n_d\sigma_d\}; \mu_d + n_d\sigma_d]$, for example, uniformly spaced, where $n_d$ is a parameter controlling the span over which to perform the DVV analysis.

4. For every set $\Omega_k$, the variance of the corresponding targets $\sigma_k^2$ is computed. The average over all sets $\Omega_k$ normalized by the variance of the time series, $\sigma^2_x$ yields the target variance $\sigma^* = \frac{\sum_{k=1}^{N} \sigma_k^2(\varrho_d)}{\sigma^2_x}$, as:

$$\sigma^* = \frac{1}{N} \sum_{k=1}^{N} \frac{\sigma_k^2(\varrho_d)}{\sigma^2_x} \quad (7.11)$$

where $N$ denotes the total number of sets $\Omega_k(\varrho_d)$.

The DVV analysis can be represented by graphically plotting of $\sigma^*(\varrho_d)$ as a function of the standardized distance $(\varrho_d)$. The minimum target variance $\sigma^* = \min(\varrho_d)[\sigma^*(\varrho_d)]$. A measure of the amount of noise present corresponds to the lowest point of the curve.

For a DVV analysis where the surrogate and the original time series provide similar plots, the series is said to be linear or non-linear. Also, because of the standardization of the distance axis, the plots can be combined within a scatter diagram, where the horizontal axis corresponds to the DVV plot of the original time series and the vertical axis corresponds to the surrogate time series. If the DVV scatter diagram deviates from the bisector line, the series is said to be non-linear.

7.6 Non-linear SETAR Model

The SETAR model is the simplest form of threshold autoregressive models (TAR). Tong (1978) and Tong and Lim (1980) proposed TAR models where the regime was determined by the value of an observable variable relative to a threshold value. The SETAR model can account for conditional heteroscedasticity in the data because the error variance may be different in the regimes. The researcher employed a SETAR model of order two for the analysis. The SETAR model is...
presented in summary from Cryer and Chan (2008) as below:

\[
y_t = \begin{cases} 
\mu_{1,0} + \rho_{1,1}y_{t-1} + \rho_{1,2}y_{t-2} + \sigma_1 \varepsilon_t, & \text{if } y_{t-1} \text{ and } y_{t-2} < \theta \\
\mu_{2,0} + \rho_{2,1}y_{t-1} + \rho_{2,2}y_{t-2} + \sigma_2 \varepsilon_t, & \text{if } \theta < y_{t-1} \text{ and } y_{t-2}
\end{cases}
\] (7.12)

where \( \rho \) are the autoregressive parameters, \( \sigma \) are noise standard deviations, \( \theta \) is the threshold parameter and \( \varepsilon \) is a sequence of i.i.d random variables with mean 0 and variance 1. Therefore, if the lag 1 and lag 2 values of \( y_t \) are not greater than the threshold, then the conditional distribution of \( y_t \) is similar to the first AR (2) process and we are in the lower regime, else the second AR (2) model is operational and we will be in the upper regime. This means the process switches between two linear models depending on the position of the lag 1 and lag 2 values.

### 7.7 Results

The results of the summary statistics as referred to in Table 3.1 indicate that the return series is non-normal with high values of kurtosis and highly skewed. The Jarque - Bera test statistic null hypothesis is rejected at the 1% level of significance. The Augmented Dickey-Fuller (ADF) test result shows that the return series for each country is stationary. The AIC was used to select autoregressive order \( m \) in testing for linearity using the Keenan, Tsay, BDS and DVV tests. The autoregressive orders \( m \) for the eight indices are given in Table 7.1:

<table>
<thead>
<tr>
<th>Market</th>
<th>Botswana</th>
<th>Egypt</th>
<th>Kenya</th>
<th>Mauritius</th>
<th>Morocco</th>
<th>Nigeria</th>
<th>South Africa</th>
<th>Tunisia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autoregressive Order ( (m) )</td>
<td>23</td>
<td>10</td>
<td>34</td>
<td>31</td>
<td>1</td>
<td>10</td>
<td>7</td>
<td>31</td>
</tr>
</tbody>
</table>

Table 7.1: Autoregressive order for returns
### Keenan Test Results

<table>
<thead>
<tr>
<th>Market</th>
<th>Test Statistic</th>
<th>$m$</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Botswana</td>
<td>22.147</td>
<td>23</td>
<td>2.613E-6</td>
</tr>
<tr>
<td>Egypt</td>
<td>7.074</td>
<td>10</td>
<td>0.00785</td>
</tr>
<tr>
<td>Kenya</td>
<td>64.196</td>
<td>34</td>
<td>1.48E-15</td>
</tr>
<tr>
<td>Mauritius</td>
<td>1.079</td>
<td>31</td>
<td>0.2988</td>
</tr>
<tr>
<td>Morocco</td>
<td>0.288</td>
<td>1</td>
<td>0.5912</td>
</tr>
<tr>
<td>Nigeria</td>
<td>0.05</td>
<td>10</td>
<td>0.816</td>
</tr>
<tr>
<td>South Africa</td>
<td>3.5127</td>
<td>7</td>
<td>0.0609</td>
</tr>
<tr>
<td>Tunisia</td>
<td>5.7802</td>
<td>31</td>
<td>0.016</td>
</tr>
</tbody>
</table>

Table 7.2: Keenan Test Results for returns

### Tsay Test Results

<table>
<thead>
<tr>
<th>Market</th>
<th>Test Statistic</th>
<th>$m$</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Botswana</td>
<td>0.7054</td>
<td>23</td>
<td>0.999</td>
</tr>
<tr>
<td>Egypt</td>
<td>2.485</td>
<td>10</td>
<td>1.05E-8</td>
</tr>
<tr>
<td>Kenya</td>
<td>3.835</td>
<td>34</td>
<td>1.14E-132</td>
</tr>
<tr>
<td>Mauritius</td>
<td>6.11</td>
<td>31</td>
<td>9.11E-231</td>
</tr>
<tr>
<td>Morocco</td>
<td>1.208</td>
<td>1</td>
<td>0.2717</td>
</tr>
<tr>
<td>Nigeria</td>
<td>33.72</td>
<td>10</td>
<td>0.000</td>
</tr>
<tr>
<td>South Africa</td>
<td>3.378</td>
<td>7</td>
<td>5.06E-9</td>
</tr>
<tr>
<td>Tunisia</td>
<td>2.94</td>
<td>31</td>
<td>7.80E-73</td>
</tr>
</tbody>
</table>

Table 7.3: Tsay Test Results for returns
BDS Test Results for Botswana

BDS Test

data: retbot
Embedding dimension = 2 3
Epsilon for close points = 0.0017 0.0034 0.0051 0.0068
Standard Normal =

\[
\begin{bmatrix}
0.0017 & 0.0034 & 0.0051 & 0.0068 \\
2 & 6.3381 & 0.2082 & -0.7931 & -0.7678 \\
3 & 7.3133 & 0.3456 & -1.5965 & -1.4001 \\
\end{bmatrix}
\]
p-value =

\[
\begin{bmatrix}
0.0017 & 0.0034 & 0.0051 & 0.0068 \\
2 & 0 & 0.8351 & 0.4277 & 0.4426 \\
3 & 0 & 0.7297 & 0.1104 & 0.1615 \\
\end{bmatrix}
\]

BDS Test Results for Egypt

BDS Test

data: retegy
Embedding dimension = 2 3
Epsilon for close points = 0.0037 0.0073 0.0110 0.0147
Standard Normal =

\[
\begin{bmatrix}
0.0037 & 0.0073 & 0.011 & 0.0147 \\
2 & 12.8425 & 15.4025 & 17.2053 & 17.4617 \\
\end{bmatrix}
\]
p-value =

\[
\begin{bmatrix}
0.0037 & 0.0073 & 0.011 & 0.0147 \\
2 & 0 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]
BDS Test Results for Kenya

BDS Test

data: retken

Embedding dimension =  2 3

Epsilon for close points =  0.002 0.004 0.006 0.008

Standard Normal =

\[
\begin{bmatrix}
0.002 & 0.004 & 0.006 & 0.008 \\
3 & 21.6966 & 27.7344 & 29.5227 & 28.9204 \\
\end{bmatrix}
\]

p-value =

\[
\begin{bmatrix}
0.002 & 0.004 & 0.006 & 0.008 \\
2 & 0 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

BDS Test Results for Mauritius

BDS Test

data: retmau

Embedding dimension =  2 3

Epsilon for close points =  0.0015 0.0029 0.0044 0.0058

Standard Normal =

\[
\begin{bmatrix}
0.0015 & 0.0029 & 0.0044 & 0.0058 \\
2 & 24.5888 & 28.0327 & 27.9632 & 26.1034 \\
3 & 28.5608 & 30.9452 & 30.0497 & 27.4644 \\
\end{bmatrix}
\]

p-value =

\[
\begin{bmatrix}
0.0015 & 0.0029 & 0.0044 & 0.0058 \\
2 & 0 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]
BDS Test Results for Morocco

BDS Test
data: retmor
Embedding dimension = 2 3
Epsilon for close points = 0.0017 0.0033 0.0050 0.0067
Standard Normal =

\[
\begin{bmatrix}
0.0017 & 0.0033 & 0.0050 & 0.0067 \\
17.0785 & 19.2109 & 20.4631 & 20.1491 \\
\end{bmatrix}
\]
p-value =

\[
\begin{bmatrix}
0.0017 & 0.0033 & 0.0050 & 0.0067 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

BDS Test Results for Nigeria

BDS Test
data: retnig
Embedding dimension = 2 3
Epsilon for close points = 0.0029 0.0058 0.0087 0.0116
Standard Normal =

\[
\begin{bmatrix}
0.0029 & 0.0058 & 0.0087 & 0.0116 \\
25.8292 & 30.0394 & 32.2699 & 32.7657 \\
29.3465 & 32.3744 & 32.7138 & 32.5435
\end{bmatrix}
\]
p-value =

\[
\begin{bmatrix}
0.0029 & 0.0058 & 0.0087 & 0.0116 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]
BDS Test Results for South Africa

BDS Test
data: retsa

Embedding dimension = 2 3

Epsilon for close points = 0.0026 0.0052 0.0079 0.0105

Standard Normal =

\[
\begin{bmatrix}
0.0026 & 0.0052 & 0.0079 & 0.0105 \\
9.7299 & 10.8777 & 11.7043 & 11.7907 \\
13.9980 & 15.5036 & 16.8803 & 17.3351
\end{bmatrix}
\]

p-value =

\[
\begin{bmatrix}
0.0026 & 0.0052 & 0.0079 & 0.0105 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

BDS Test Results for Tunisia

BDS Test
data: rettun

Embedding dimension = 2 3

Epsilon for close points = 0.0012 0.0023 0.0035 0.0046

Standard Normal =

\[
\begin{bmatrix}
0.0012 & 0.0023 & 0.0035 & 0.0046 \\
\end{bmatrix}
\]

p-value =

\[
\begin{bmatrix}
0.0012 & 0.0023 & 0.0035 & 0.0046 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]
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DVV Test Results

Figure 7.1: DVV Plot and DVV Scatter Plot of Botswana

Figure 7.2: DVV Plot and DVV Scatter Plot of Egypt
Figure 7.3: DVV Plot and DVV Scatter Plot for Kenya

Figure 7.4: DVV Plot and DVV Scatter Plot of Mauritius

Figure 7.5: DVV Plot and DVV Scatter Plot of Morocco
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Figure 7.6: DVV Plot and DVV Scatter Plot of Nigeria

Figure 7.7: DVV Plot and DVV Scatter Plot of South Africa

Figure 7.8: DVV Plot and DVV Scatter Plot of Tunisia
The results of using the Keenan test as shown in Table 7.3 failed to reject the null of linearity for Mauritius, Morocco, Nigeria and South Africa, but, the Tsay test in Table 7.4 rejected the null of linearity for Egypt, Kenya, Mauritius, Nigeria, South Africa and Tunisia but not for Botswana and Morocco.

Notwithstanding these mixed conclusions about the linearity of the returns under study, the results from the BDS test showed that, the null of linearity was rejected in all the indices in almost all the epsilon for close points values. The results gave an indication of the presence of nonlinearity in the returns because the p-values were less than 0.05.

Also the DVV analysis with iAAFT surrogates performed on the returns of the eight indices via the differential entropy-based method (Gautama et al. 2003) showed that there was a clear deviation from the bisector line on the DVV scatter plots in Figures 7.1 to 7.8. The DVV plots in Figures 7.1 to 7.8 also showed that non-linear patterns existed in the series.

Since nonlinearity existed in the data, the data was modelled under the SETAR model with 2-regimes, low and high. The 2-regime SETAR was chosen after observing the data and concluding that investors on these markets mostly traded in stocks (equity) and bonds. An autoregressive order of 2 for the low and high regimes was chosen because it gave the minimum AIC value after a grid search with different autoregressive orders. The findings after fitting a SETAR (2,2,2) to each of the data are presented below:
SETAR model-Botswana

Non linear autoregressive model
SETAR model (2 regimes)
Proportion of points in low regime: 15.03% High regime: 84.97%
Fit:
residuals variance = 6.025e-05, AIC = -38028, MAPE = 203.6%

Coefficient(s):

| Estimate | Std. Error | t value | Pr(>|t|) |
|----------|------------|---------|---------|
| const.L  | -0.00076033| 0.00035977| -2.1134 | 0.03463 * |
| phiL.1   | 0.13623172 | 0.06924517| 1.9674 | 0.04921 * |
| phiL.2   | -0.01373384| 0.03624262| -0.3789 | 0.70475 |
| const.H  | 0.00082280 | 0.00013801| 5.9619 | 2.714e-09 *** |
| phiH.1   | 0.00344975 | 0.01642538| 0.2100 | 0.83366 |
| phiH.2   | -0.00635298| 0.01858255| -0.3419 | 0.73246 |

Threshold
Variable: Z(t) = + (0) X(t) + (1) X(t-1)
Value: -0.0001436

The SETAR (2,2,2) model for Botswana is as thus:

\[
y_t = \begin{cases} 
-0.00076033 + 0.13623172y_{t-1} - 0.01373384y_{t-2}, & y_{t-1} \text{ and } y_{t-2} \leq -0.0001436 \\
0.00082280 + 0.00344975y_{t-1} - 0.00635298y_{t-2}, & -0.0001436 < y_{t-1} \text{ and } y_{t-2} 
\end{cases}
\] (7.13)
SETAR model - Egypt

Non linear autoregressive model

SETAR model (2 regimes)

Proportion of points in low regime: 84.56%    High regime: 15.44%

Fit:

residuals variance = 0.0002765,  AIC = -32063,  MAPE = 156.8%

Coefficient(s):

|          | Estimate | Std. Error | t value | Pr(>|t|) |
|----------|----------|------------|---------|---------|
| const.L  | 0.00056801 | 0.00030099 | 1.8871  | 0.05922 |
| phiL.1   | 0.18088177  | 0.01769691  | 10.2211 | <2e-16 *** |
| phiL.2   | 0.00517104  | 0.02163782  | 0.2390  | 0.81113 |
| const.H  | 0.00214427  | 0.00152232  | 1.4086  | 0.15905 |
| phiH.1   | 0.06535656  | 0.03716910  | 1.7584  | 0.07876 |
| phiH.2   | -0.06334693 | 0.05480155  | -1.1559 | 0.24778 |

Threshold

Variable: Z(t) = + (0) X(t) + (1) X(t-1)

Value: 0.01433

The SETAR (2,2,2) model for Egypt is as thus:

\[
y_t = \begin{cases} 
0.00056801 + 0.18088177y_{t-1} + 0.00517104y_{t-2}, & y_{t-1} \text{ and } y_{t-2} \leq 0.01433 \\
0.00214427 + 0.06535656y_{t-1} - 0.06334693y_{t-2}, & 0.01433 < y_{t-1} \text{ and } y_{t-2} 
\end{cases} \tag{7.14}
\]
SETAR model - Kenya

Non linear autoregressive model
SETAR model (2 regimes)
Proportion of points in low regime: 19.01%  High regime: 80.99%
Fit:
residuals variance = 7.5e-05,  AIC = -37171, MAPE = 298.8%

Coefficient(s):

|            | Estimate  | Std. Error | t value | Pr(>|t|) |
|------------|-----------|------------|---------|----------|
| const.L    | -0.00504608 | 0.00050553 | -9.9817 | < 2.2e-16 *** |
| phiL.1     | 0.07354410  | 0.02633902 | 2.7922  | 0.005260 ** |
| phiL.2     | -0.20579638 | 0.03456380 | -5.9541 | 2.845e-09 *** |
| const.H    | 0.00045986  | 0.00016554 | 2.7780  | 0.005496 ** |
| phiH.1     | 0.36162571  | 0.01984757 | 18.2202 | < 2.2e-16 *** |
| phiH.2     | 0.03018910  | 0.02293914 | 1.3161  | 0.188234 |

Threshold
Variable: Z(t) = + (0) X(t) + (1) X(t-1)
Value: -0.00476

The SETAR (2,2,2) model for Kenya is as thus:

\[
y_t = \begin{cases} 
-0.00504608 + 0.07354410y_{t-1} - 0.20579638y_{t-2}, & y_{t-1} \text{ and } y_{t-2} \leq -0.00476 \\
0.00045986 + 0.36162571y_{t-1} + 0.03018910y_{t-2}, & -0.00476 < y_{t-1} \text{ and } y_{t-2}
\end{cases}
\]

(7.15)
SETAR model - Mauritius

Non linear autoregressive model

SETAR model (2 regimes)

Proportion of points in low regime: 17.74%  High regime: 82.26%

Fit:

residuals variance = 4.105e-05,  AIC = -39530,  MAPE = 184.5%

Coefficient(s):

| Estimate   | Std. Error | t value | Pr(>|t|) |
|------------|------------|---------|----------|
| const.L 0.00200680 | 0.00035320 | -5.6818 | 1.430e-08 *** |
| phiL.1 0.11009755 | 0.02500654 | 4.4027 | 1.097e-05 *** |
| phiL.2 -0.17156558 | 0.03320427 | -5.1670 | 2.498e-07 *** |
| const.H 0.00048442 | 0.00012235 | 3.9594 | 7.646e-05 *** |
| phiH.1 0.32885272 | 0.02080128 | 15.8093 | < 2.2e-16 *** |
| phiH.2 -0.05413442 | 0.02282509 | -2.3717 | 0.01775 * |

Threshold

Variable: Z(t) = + (0) X(t) + (1) X(t-1)

Value: -0.002745

The SETAR (2,2,2) model for Mauritius is as thus:

\[
y_t = \begin{cases} 
-0.00200680 + 0.11009755y_{t-1} - 0.17156558y_{t-2}, & y_{t-1} \text{ and } y_{t-2} \leq -0.002745 \\
0.00048442 + 0.32885272y_{t-1} - 0.05413442y_{t-2}, & -0.002745 < y_{t-1} \text{ and } y_{t-2} 
\end{cases} 
\]

(7.16)
SETAR model - Morocco

Non linear autoregressive model

SETAR model (2 regimes)

Proportion of points in low regime: 16.46%    High regime: 83.54%

Fit:
residuals variance = 5.407e-05, AIC = -34994, MAPE = 197.5%

Coefficient(s):

| Estimate   | Std. Error | t value | Pr(>|t|) |        |
|------------|------------|---------|---------|--------|
| const.L    | -0.00230565| 0.00055145| -4.1811| 2.971e-05*** |
| phiL.1     | 0.31374992  | 0.03009814| 10.4242| < 2.2e-16 *** |
| phiL.2     | -0.23495503 | 0.04328174| -5.4285| 6.063e-08 *** |
| const.H    | 0.00013249  | 0.00014748| 0.8984 | 0.3690 |
| phiH.1     | 0.26239769  | 0.02006062| 13.0802| < 2.2e-16 *** |
| phiH.2     | 0.02991656  | 0.02480337| 1.2061 | 0.2278 |

Threshold
Variable: \( Z(t) = + (0) X(t) + (1) X(t-1) \)
Value: -0.005079

The SETAR (2,2,2) model for Morocco is as thus:

\[
y_t = \begin{cases} 
-0.00230565 + 0.31374992y_{t-1} - 0.23495503y_{t-2}, & y_{t-1} \text{ and } y_{t-2} \leq -0.005079 \\
0.00013249 + 0.26239769y_{t-1} + 0.02991656y_{t-2}, & -0.005079 < y_{t-1} \text{ and } y_{t-2}
\end{cases}
\]

(7.17)
SETAR model - Nigeria

Non linear autoregressive model

SETAR model (2 regimes)

Proportion of points in low regime: 84.82%  High regime: 15.18%

Fit:

residuals variance = 0.0001548,  AIC = -34334,  MAPE = 2811%

Coefficient(s):

| Estimate   | Std. Error | t value | Pr(>|t|) |
|------------|------------|---------|----------|
| const.L    | 0.00047491 | 0.00022435 | 2.1168  | 0.03434 * |
| phiL.1     | 0.25693123 | 0.01935607 | 13.2739 | < 2e-16 *** |
| phiL.2     | 0.20726311 | 0.02176754 | 9.5217  | < 2e-16 *** |
| const.H    | 0.00683843 | 0.00073207 | 9.3412  | < 2e-16 *** |
| phiH.1     | -0.44174126 | 0.02518455 | -17.5402 | < 2e-16 *** |
| phiH.2     | -0.03420134 | 0.03031423 | -1.1282 | 0.25929 |

Threshold

Variable: Z(t) = + (0) X(t) + (1) X(t-1)

Value: 0.008558

The SETAR (2,2,2) model for Nigeria is as thus:

\[
y_t = \begin{cases} 
0.00047491 + 0.25693123y_{t-1} + 0.20726311y_{t-2}, & y_{t-1} \text{ and } y_{t-2} \leq 0.008558 \\
0.00683843 - 0.44174126y_{t-1} - 0.03420134y_{t-2}, & 0.008558 < y_{t-1} \text{ and } y_{t-2} 
\end{cases}
\]  

(7.18)
SETAR model - South Africa

Non linear autoregressive model

SETAR model (2 regimes)

Proportion of points in low regime: 30.95%  High regime: 69.05%

Fit:
residuals variance = 0.0001447, AIC = -34598, MAPE = 119.2%

Coefficient(s):

| Estimate | Std. Error | t value | Pr(>|t|) |
|----------|------------|---------|----------|
| const.L  | 0.00182733 | 0.00060257 | 3.0326 0.002441 ** |
| phiL.1   | 0.00516987 | 0.02538010 | 0.2037 0.838600 |
| phiL.2   | 0.07776593 | 0.03992040 | 1.9480 0.051483 . |
| const.H  | 0.00028302 | 0.00028845 | 0.9812 0.326560 |
| phiH.1   | 0.06074657 | 0.02059621 | 2.9494 0.003203 ** |
| phiH.2   | -0.00976344 | 0.02761955 | -0.3535 0.723735 |

Threshold

Variable: Z(t) = + (0) X(t) + (1) X(t-1)

Value: -0.003741

The SETAR (2,2,2) model for South Africa is as thus:

\[
y_t = \begin{cases} 
0.00182733 + 0.00516987y_{t-1} + 0.07776593y_{t-2}, & y_{t-1} \text{ and } y_{t-2} \leq -0.003741 \\
0.00028302 + 0.06074657y_{t-1} - 0.00976344y_{t-2}, & -0.003741 < y_{t-1} \text{ and } y_{t-2} 
\end{cases} 
\] (7.19)
SETAR model - Tunisia

Non linear autoregressive model

SETAR model (2 regimes)

Proportion of points in low regime: 15.08% High regime: 84.92%

Fit:
residuals variance = 2.596e-05, AIC = -41324, MAPE = 246.5%

Coefficient(s):

| Estimate  | Std. Error | t value | Pr(>|t|) |
|-----------|------------|---------|----------|
| const.L   | -8.5174e-05 | 3.5466e-04 | -0.2402 0.8102230 |
| phiL.1    | 9.6695e-02  | 2.8191e-02 | 3.4300 0.0006099 *** |
| phiL.2    | 5.1073e-02  | 3.8953e-02 | 1.3111 0.1898850 |
| const.H   | 2.8319e-04  | 9.6376e-05 | 2.9384 0.0033185 ** |
| phiH.1    | 3.2410e-01  | 1.9307e-02 | 16.7870 < 2.2e-16 *** |
| phiH.2    | 7.8315e-04  | 2.3041e-02 | 0.0340 0.9728875 |

Threshold

Variable: Z(t) = + (0) X(t) + (1) X(t-1)

Value: -0.003485

The SETAR (2,2,2) model for Tunisia is as thus:

\[
y_t = \begin{cases} 
-8.5174e -05 + 9.6695e -02 y_{t-1} + 5.1073e -02 y_{t-2}, & y_{t-1} \text{ and } y_{t-2} \leq -0.003485 \\
2.8319e -04 + 3.2410e -01 y_{t-1} + 7.8315e -04 y_{t-2}, & -0.003485 < y_{t-1} \text{ and } y_{t-2} 
\end{cases} \quad (7.20) 
\]
The results from the fitted SETAR (2,2,2) model showed stationarity because the coefficients in the low and high regimes are less than 1 and also the product of the coefficients in the low and high regimes were less than 1. Thus the necessary and sufficient condition as in *Chan et al.* (1985) is satisfied.

The SETAR (2,2,2) model results for Botswana, Kenya, Mauritius, Morocco, South Africa and Tunisia showed that the number of observations in the high regime were more than that in the low regime. The percentage of points in the high and low regimes were graphically shown in Figures 7.9, 7.11, 7.12, 7.13, 7.15 and 7.16, respectively. This meant that, for these countries, growth in returns were decreasing in the low regime with negative coefficients. Agents main aim is to make profit hence they are found more in the high regime because of the high opportunities. This is because the coefficients in the high regime for these countries are positive, an indication of an increasing rate of returns in the high regime.

The results for Egypt and Nigeria were however opposite to the other countries. The number of observations were higher in the low regime than in the high regime. Returns were increasing in the low regime because coefficients were positive, making it risky for agents to trade in the high regime. Regime switching plots for Egypt and Nigeria are presented in Figures 7.10 and 7.14 respectively.

![Regime Switching plot](image-url)
Figure 7.10: Regime Switching plot of Egypt
Figure 7.11: Regime Switching plot of Kenya
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Figure 7.12: Regime Switching plot of Mauritius
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Figure 7.13: Regime Switching plot of Morocco
Figure 7.14: Regime Switching plot of Nigeria
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Figure 7.15: Regime Switching plot of South Africa
Figure 7.16: Regime Switching plot of Tunisia
Modelling Performance

The modelling performance of the SETAR (2,2,2) model with the standard AR(1) and AR(2) models were compared to confirm whether it was appropriate to model stock market returns from these eight African countries with the non-linear SETAR model. The AR(1) and AR(2) models were used as benchmarked models. This is because the conditional distribution of $y_t$ is similar to the first AR (2) process if the lag 1 and lag 2 values of $y_t$ are less than or greater than the threshold. Comparing AIC values as shown in Table 7.5, it was concluded that the SETAR (2,2,2) model performed and fitted the data better than the standard AR(1) and AR(2) models.

<table>
<thead>
<tr>
<th>Market</th>
<th>SETAR(2,2)</th>
<th>AR(1)</th>
<th>AR(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Botswana</td>
<td>-44558.35</td>
<td>-44543.59</td>
<td>-44542.2</td>
</tr>
<tr>
<td>Egypt</td>
<td>-38593.26</td>
<td>-38590.85</td>
<td>-38591.53</td>
</tr>
<tr>
<td>Kenya</td>
<td>-43701.44</td>
<td>-43540.14</td>
<td>-43550.70</td>
</tr>
<tr>
<td>Mauritius</td>
<td>-46060.94</td>
<td>-45988.24</td>
<td>-45988.84</td>
</tr>
<tr>
<td>Morocco</td>
<td>-40936.85</td>
<td>-40913.05</td>
<td>-40915.28</td>
</tr>
<tr>
<td>Nigeria</td>
<td>-40864.39</td>
<td>-40328.03</td>
<td>-40378.11</td>
</tr>
<tr>
<td>South Africa</td>
<td>-41128.78</td>
<td>-41129.39</td>
<td>-41127.71</td>
</tr>
<tr>
<td>Tunisia</td>
<td>-47854.32</td>
<td>-47813.38</td>
<td>-47817.11</td>
</tr>
</tbody>
</table>

Table 7.4: AIC values

7.8 Discussion and Conclusions

It has been shown that non-linear patterns existed in the returns of the stock markets in Botswana, Egypt, Kenya, Mauritius, Morocco, Nigeria, South Africa and Tunisia by employing four linearity tests- Keenan (1985), Tsay (1986), BDS (1987) and DVV (2004) tests. The BDS and DVV tests consistently detected nonlinearities in the returns series unlike the Keenan and Tsay tests which failed to reject the null of linearity in the returns of Mauritius, Morocco, Nigeria and South Africa (for Keenan test) and Botswana as well as Morocco (for Tsay test).

The returns series were modelled using the SETAR model. The AIC results of the SETAR model
were compared with that of the standard AR (1) and AR (2) models which were chosen as our benchmarked models. It was observed that, the SETAR model fitted the data better than the AR (1) and AR (2) models since the AIC values are largely negative. Therefore, the returns on the stock markets of these eight African countries are best modelled with non-linear models like the SETAR model, otherwise, the results might lead to spurious conclusions.

Abstract

Investments on African stock markets have grown over the years. This is because stock markets in Africa have realized increase in market capitalization, membership, value and volume traded. Notwithstanding these increases, empirical studies on informational efficiency have had mixed conclusions about the markets necessitating the question: Are these mixed conclusions a result of variations in study characteristics? This chapter aims to find out if study characteristics have a probability of concluding efficiency of African stock markets. Previous studies of informational efficiency of African stock markets were quantitatively reviewed by means of meta-analysis. The mixed effect logistic meta-regression model was employed to examine which of the study characteristics is significant in concluding a market to be efficient. The mixed effect logistic model was chosen because it contains both fixed effects and random effects. The model explains an outcome as a linear combination of fixed and conditional random effects. The fixed effects assume equal influence of explanatory variables on an outcome whilst the random effects assume variations amongst observations when analyzing relationships between an outcome and explanatory variables. The results showed that only the indicator for publication bias is significant at the 5% level and that none of the study characteristics is significant in concluding efficiency of African stock markets. The indicator for publication bias being significant means the analysis suffers from publication bias. This implies that there has been a change in attitude in recent years towards studies on informational market efficiency whose results do not validate the Efficient Market Hypothesis (EMH), unlike the earlier years when the EMH was formulated and acclaimed to be one of the best propositions in economics. Although, none of the study characteristics was statistically significant in efficiency conclusions, it was observed that stock markets in Africa are about four times more likely to conclude that the markets are efficient if the study tested the weak-form rather than the semi-strong form of the EMH. The results have important implications in that, efficiency conclusions of African stock markets do not depend on any of these study characteristics, therefore, traders cannot devise strategies to outperform the markets based on any of these study characteristics. It was therefore concluded that informational efficiency conclusions
Market efficiency is in three forms. It can be informational, allocative or operational. A market is informationally efficient if all available information is instantaneously incorporated in setting prices. This means that all participants are privy to information on the market and therefore abnormal returns cannot be made using information on the market.

Operational efficiency is concerned with transaction costs on the market. It talks about how liquid the market is, that is, how easily it is for assets on the market to be bought and sold without their value being lost. Allocative efficiency is when investors provide funds for projects with the highest present value. Allocative efficiency depends on the degree of informational and operational efficiency.

This study focused on informational efficiency of African stock markets.

The Efficient Market Hypothesis (EMH) postulated by Fama (1970b) grouped information on the market into three: weak, semi-strong and strong forms. With weak-form efficiency, prices on the market reflect information on past prices. Thus the information set includes only the history of prices or returns themselves, hence, a market is said to be weak-form efficient if a participant cannot make abnormal returns by only analysing past prices.

Semi-strong form efficiency has information set which include past price history and public information, such as, interest rates, exchange rates, annual earnings and dividends announcements, among others. In this case, participants cannot earn abnormal profits by analysing macroeconomic and financial data or any other public information about the market.

The information set on the strong form efficiency is extensive to include all private information known to any market participant, therefore, even those with privileged or inside information cannot use it to make abnormal profits. This means that private or inside information is difficult to access for making abnormal returns because it is highly competitive to have such information, thus, there is perfect incorporation of all private information in market prices.

Keywords: Informational efficiency, African stock markets, Meta-analysis, Mixed Logistic model
A review of the extant literature on informational efficiency on African stock markets shows mixed conclusions. The efficiency conclusion or otherwise of African stock markets are not consistent in the literature. For example, in a systematic review of informational efficiency of African stock markets by Afego (2015), it was observed that the South African stock market was concluded as efficient in the weak-form of the EMH by researchers such as Affleck-Graves & Money (1975), Smith et al. (2002) and Simons & Laryea (2005) but Smith (2008) concluded that the South African stock market is inefficient.

A question arising from the above conclusion is: Are the inconsistencies in the efficiency conclusions due to variations in characteristics of the studies? A review of the literature shows that there are variations in the method of analysis, data type, test type and the geographical location where a study was carried out. This chapter, therefore, aims to quantitatively review previous studies of informational efficiency of African stock markets through a meta-analysis. The mixed logistic meta-regression model will be employed in the analysis in order to find out which of the study characteristic is/are significant in concluding a market to be efficient. To the best of the researcher’s knowledge, this chapter is the first to examine which study characteristics affect efficiency conclusions of African stock markets after the systematic review of Afego (2015).

The rest of the chapter is organised as follows:

In section 8.2, the sources of data were described, the inclusion criteria for the dataset and how the study characteristics were defined and grouped. In section 8.3, the mixed effect logistic model was described. The results of the study are presented in section 8.4 and the conclusion in section 8.5.

### 8.2 Data

In this section, a description of how the past studies were selected for the meta analysis was done and how the study characteristics were defined.

A search of empirical studies of the literature on informational market efficiency of African stock markets was done from research databases such as Academic Search Complete, Business Source Complete, Ebscohost and Econlit. A total 48 studies were obtained which generated 152 observations as a result of some studies examining two or more countries or some studies investigating the weak-form and semi-strong forms of the Efficient Market Hypothesis (EMH).
In order to obtain the dataset for the meta analysis, the study characteristics of each study were reported. Each study reported an outcome, a conclusion of either efficiency or inefficiency which then becomes the dependent variable. The explanatory variables, which include number of years since study was published, type of test investigated, nature of data employed, method of testing and the countries where the analysis were done, were reported for each study.

### 8.2.1 Variable Definition

The study characteristics observed were not balanced but had variations in them. These variations were grouped into homogenous groups which are defined as follows:

**Variation in Method**

There was a distinction between three methods of test. Studies that employed methods that are frequency domain denoted as (FD), those that are time domain denoted as (TD) and studies that used non-parametric methods denoted as (OMETHOD) in the meta regression.

**Variation in Data**

The variation in data was grouped into either daily (including intra-day) or non-daily (that is weekly, monthly and annually) data. Daily data is denoted as DAILY and non-daily denoted as NDAILY.

**Variation in Test Type**

The type of test was grouped into either weak-form (denoted WF) or semi-strong form (denoted SSF). This study did not include studies on the strong form of EMH on African stock markets as it is difficult to quantify private information.
Variation in Geographical Location

It was realised that most of the studies on market efficiency were biased towards southern and western parts of Africa especially the two largest economies of South Africa and Nigeria. There are institutional and market conditions differences amongst stock markets from different countries, hence, studies were grouped into those that were carried out in countries from the Southern part of Africa (denoted SOUTH), Western part of Africa (denoted WEST) and the rest of Africa (denoted OTHERAFRICA).

Study Conclusion

Studies were grouped according to efficient or inefficient conclusions.

Age

One of the limitations of meta analysis is publication bias. Therefore, to determine whether the study suffers from publication bias or otherwise, an age variable which indicated the number of years since a study was published was included in the model.

8.3 Methodology - Mixed Effect Logistic Model

The mixed effect logistic model was employed as the meta regression model. The mixed effect logistic model contains both fixed effects and random effects. The fixed effects assume equal influence of explanatory variables on an outcome while the random effects assume variations amongst observations when analysing relationships between an outcome and explanatory variables. The mixed effect model therefore explains an outcome as a linear combination of fixed and conditional random effects.

The model is thus shown:

$$\eta = x' \beta + y'b, \quad b \sim N(0, \sum)$$

(8.1)

where $\eta = \log \left( \frac{\pi}{1 - \pi} \right)$ and $\pi$ is the probability of efficiency for the dichotomous outcome variable, $x' \beta$ denotes the fixed effects and $y'b$ denotes conditional random effects.
The values of the explanatory variables for the fixed and random effects are contained in $x'$ and $y'$, respectively. The coefficients of the fixed and random effects which will be obtained via Laplace approximation are contained in $\beta$ and $b$. The Laplace approximation was used because it performs better than maximum likelihood or quasi-log likelihood when estimating the coefficients in terms of accuracy and computational time according to Harding and Hausman (2007).

8.4 Results

8.4.1 Summary Statistics

It is observed from the dataset that inefficiency conclusions of African stock markets have been 104 of the studies. Fifty-eight studies analysed stock market efficiency of Southern African countries followed by Western African and other African countries with 57 and 37 studies respectively. The weak-form test of the EMH has been examined in 138 of the studies and 14 studies for the semi-strong form test of the EMH respectively. Studies that used non-daily data were 98 as compared to 54 studies that used daily data. Frequency domain methods have featured more on efficiency studies of African stock markets (88 studies) than those that are time-domain (17 studies) and non-distributional methods (47 studies).

8.4.2 Results - Fixed Effects Logistic Model

The explanatory variables; method of test, data type, test type and geographical location of study were treated as categorical variables. In the fixed effect logistic model, the reference categories for the dummy variables are time domain (TD) for method of test, NDAILY for data type, SSF for test type and OTHERAFRICA for geographical location.

The estimates of the saturated fixed effect logistic model, (Model 1) were presented in Table 8.1:
The results of the saturated model (Model 1) presented in Table 8.1 showed that only the variable AGE was statistically significant. The estimated coefficient for AGE was positive and statistically significant at the 5% level. This observation is contrary to the findings of Shanaka and Gunther (2015) who did a meta-analysis on the informational efficiency of the real estate market. The variable AGE being positive and statistically significant at the 5% level meant the analysis suffered from publication bias and that there had been attitudinal change towards market efficiency. AGE being significant meant researchers who concluded inefficiency for African stock markets were likely to have had their papers (articles) rejected by publishers in the early 1970s when the EMH was formulated. This is because the EMH was argued to be one of the best propositions in economics (Jensen, 1978) unlike now that it has been criticised by researchers such as Dyckman and Morse (1986), Beechey et al. (2000), Lee et al. (2001) and Lo (2004). An example is a study of Affleck-Graves & Money (1975) on the South African stock market. They concluded...
that the market was weak-form efficient unlike studies on the South African stock market by Bhana (1991), Smith (2008), Alagidede (2008), Hsieh & Hodnett (2011) and Gyamfi et al. (2016a, 2016b) who concluded that the market was inefficient in the weak-form. This means Affleck-Graves & Money (1975) conclusion on the South African market was published because the year of publication was close to the time the EMH was formulated and highly acceptable by publishers.

From Table 8.1, the rest of the variables were not significant. This meant that they had no effect in efficiency conclusions of African stock markets. Thus this study does not support differences in efficiency conclusions of African stock markets with respect to study characteristics such as method of test, test type, data type and geographical location of study.

Notwithstanding, a look at some of the estimates of the study characteristics to find out the effect they have on the outcome, relative to the reference category.

The variable WF (weak-form) had a positive estimate of 1.48 but not statistically significant to have an effect on efficiency conclusions. This means that if a market was to be analysed in the weak-form of the EMH rather than the SSF (reference category) of the EMH, the log odds of finding efficiency increased by 1.48 (as in Model 1). Studies on African stock markets thus were about four times more likely to conclude that the markets were efficient if the study tested the WF rather than SSF of the EMH.

This observation was expected because the WF test uses only prices on the markets unlike the SSF which uses past prices and public information such as dividend announcements, earnings announcements, among others. Prices are controlled by the forces of demand and supply. Information on price changes are available to all market participants, hence, can be deemed random and thus weak-form efficient. On the other hand, public information might not be available to all market participants which can cause some participants to have undue advantage over others. Abnormal profits therefore can be made by the participants who are privy to public information hence a conclusion of inefficiency in the SSF will be achieved. It is to be stated that the findings showing that the weak-form test increases the log odds of finding efficiency on African stock markets rather than the semi-strong form, resonates with the findings by Afego (2015) in his systematic review of efficiency of African stock markets. It was observed from studies by Bhana (1991), Olowe (1998), Adelegan (2003) and Afego (2012) that the markets were found to be inefficient when the semi-strong form of the EMH was tested.
Also, the log odds of finding efficiency increased by 0.32 if a study was done in the southern part of Africa rather than other parts of Africa while the log odds of finding efficiency decreased by -0.01 if a study was done in a country in western Africa. This means that although there are variations in public information and institutional organisation of stock markets between countries in the southern, western and other parts of Africa, however, where a country is located in Africa had no effect on efficiency conclusions of its stock market.

Next, a parsimonious model based on the minimum Akaike Information Criterion (AIC) was sought. The estimates of the best model (Model 2) based on the minimum AIC is as thus presented in Table 8.2:

| Coefficient | Estimate | Std. Error | z-value | Pr(>|z|) |
|-------------|----------|------------|---------|---------|
| Intercept   | -2.78    | 1.09       | -2.53   | 0.0113* |
| AGE         | 0.06     | 0.03       | 2.21    | 0.0269* |
| WF          | 1.52     | 1.08       | 1.41    | 0.1585  |

Deviance Residuals

<table>
<thead>
<tr>
<th>Min</th>
<th>1Q</th>
<th>Median</th>
<th>3Q</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.7040</td>
<td>-0.8833</td>
<td>-0.7614</td>
<td>1.3727</td>
<td>2.2433</td>
</tr>
</tbody>
</table>

Null deviance: 189.59 on 151 degrees of freedom
Residual deviance: 181.47 on 149 degrees of freedom
AIC: 187.47
Number of Fisher Scoring iterations: 4

Table 8.2: Estimates for model of best fit - Model 2

The variable that was significant in the efficiency conclusions of African stock markets was AGE, the indicator for publication bias. Also, a significance test which included the Wald test, likelihood ratio test and the score test were performed on the saturated model (Model 1) to identify the variable(s) which affected the outcome. It was observed that only the variable AGE significantly affected the outcome. This showed that Model 2 appropriately fits the data.
8.4.3 Model Diagnostics

A goodness of fit test was conducted to find out how model 2 fits the data. It was observed that, the Pearson’s test and the deviance D test had low p-values (p-values < 0.05), an indication of a good fit. Also, both the Hosmer and Lemeshow tests and the modified Hosmer and Lemeshow tests had high p-values; an indication of a model fitting the data well. Furthermore, the area under the receiver-operating curve (ROC) shown in Figure 8.1 was 64.2%. This made Model 2 acceptable as the best model that describes the data well.

![Receiver Operating Curve](image)

**Figure 8.1:** Area under the receiver-operating curve (ROC)

8.4.4 Results - Mixed Effects Logistic Model

The mixed effects model assumed heterogeneity in the variables- method of test, data type, test type and geographical location of study- unlike the fixed effects model assumption of constant effect on the outcome by the explanatory variables. The mixed effects model was considered as a better alternative to the fixed effects model according to Hunter and Schmidt (2004) and Borenstein et al. (2009).

In this chapter, several mixed effect models were sequentially estimated via maximum likelihood (Laplace Approximation). The study characteristics, method of test, data type and geographical...
location of study were alternatively treated as random effects while AGE and WF remained fixed. The best mixed effect model based on the minimum AIC and BIC was the model with data type as random effect. The estimates of the model is as shown in Table 8.3: It was observed from

<table>
<thead>
<tr>
<th>AIC</th>
<th>BIC</th>
<th>logLik</th>
<th>deviance</th>
<th>df.resid</th>
</tr>
</thead>
<tbody>
<tr>
<td>191.5</td>
<td>206.6</td>
<td>-92.1</td>
<td>184.3</td>
<td>148</td>
</tr>
</tbody>
</table>

Scaled residuals

<table>
<thead>
<tr>
<th>Min</th>
<th>1Q</th>
<th>Median</th>
<th>3Q</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.8086</td>
<td>-0.6908</td>
<td>-0.5799</td>
<td>1.2512</td>
<td>3.3736</td>
</tr>
</tbody>
</table>

Random Effects

<table>
<thead>
<tr>
<th>Groups Name</th>
<th>Variance</th>
<th>Std Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>DATA TYPE</td>
<td>1E-14</td>
<td>1E-07</td>
</tr>
</tbody>
</table>

Fixed Effects

| Coefficient | Estimate | Std. Error | z-value | Pr(>|z|) |
|-------------|----------|------------|---------|---------|
| Intercept   | -2.78    | 1.09       | -2.53   | 0.0113* |
| AGE         | 0.06     | 0.03       | 2.21    | 0.0269* |
| WF          | 1.52     | 1.08       | 1.41    | 0.1586  |

Table 8.3: Estimates for mixed effects model

Table 8.3 that the variable AGE was significant as was the case in Tables 8.1 and 8.2 even after the researcher controlled for the variance associated within studies and within variables.

8.5 Conclusions

This chapter quantitatively reviewed published studies on informational efficiency of African stock markets between 1974 and 2016. There were variations in the study characteristics of the 48 peer-reviewed studies analysed with respect to method of test, data type, test type and the geographical location of a study. The aim was, first, to find out which of the study characteristics had an effect in concluding a market to be efficient informationally. Also, the researcher wanted to know if the attitudes of editors or publishers had changed over the years, thus, it was aimed at knowing if recent studies concluding efficiency of African stock markets had a better chance
or otherwise of being published than earlier studies.

The mixed effect logistic model was employed for this study. It was observed that in both the fixed-effect and mixed-effect models, only the indicator for publication bias was statistically significant; none of the study characteristics was significant and hence had no effect in efficiency conclusions of African stock markets. It was concluded that, but for the variable for publication bias, informational efficiency conclusions of African stock markets were not based on any of the study characteristics. The efficiency conclusions can be best described as context-specific which occurs randomly as observed in Shanaka and Gunther (2015).
9. General Conclusion and Recommendations

General Conclusion

In this chapter, the researcher provided general conclusion and recommendations on the weak-form market efficiency of eight African stock markets.

The weak-form market efficiency was examined using past prices on the markets. The eight markets were chosen because they are amongst the oldest and the largest stock markets in Africa. Also, these eight markets were chosen because of data availability for the 15 year period chosen. For example, the Johannesburg stock exchange (JSE) of South Africa is the oldest African stock market which was founded in 1883 and the largest with a market capitalization of 278.4% of GDP and 360 listed companies as at 2010. Also, each of the four regions of Africa were represented with at least a market. This made the analysis not biased towards a certain region. The southern and northern parts of Africa was represented by three stock markets each namely; Botswana, South Africa, Mauritius and Egypt, Morocco, Tunisia respectively. East Africa is represented by Kenya while Nigeria represented West Africa.

A battery of linear and non-linear methods on stock market returns were employed. The linear methods used in this thesis are as presented in Chapters 3, 4, and 5 gave mixed conclusions. For example, it was observed that all the eight stock market returns exhibited long-memory when whole samples were used in the analysis because each market reported a Hurst estimate $H > 0.5$. The presence of long-memory is a violation of the EMH hence the conclusion that the markets were weak-form inefficient, although, the time-varying method in analysing long-memory in the returns showed periods the markets were efficient and periods the markets were inefficient. There were periods of $H < 0.5$ and periods of $H > 0.5$. The foregone findings meant that African stock markets should be analysed through time to find the dynamics of the market and not to be analysed in absolute form using the whole sample.

Additionally, the return predictability using the rolling window approach showed periods of return predictability and periods of no return predictability. The researcher is therefore of the opinion that, markets in Africa should be examined for their efficiency taking into consideration the Adaptive Market Hypothesis (AMH) instead of the Efficient Market Hypothesis (EMH).
Furthermore, the non-linear unit root tests showed the returns on the markets were non-stationary; a condition supporting weak-form efficiency of the markets, thus, the markets were efficient when analysed using a non-linear method. To better understand the weak-form efficiency of markets in Africa, the researcher had to use non-linear methods so as to conform to the non-linear nature of the data-generating process. This observation meant that Africa’s foreign direct investment which stood at $54 billion as of 2015 would have been increased over the years if investors had a good knowledge about the stock markets. This is because, over the years, studies on the weak-form efficiency African stock markets have ended with mixed conclusions with most of the markets being concluded to be weak-form inefficient as a result of the use of linear methods in the analysis. This observation has had an effect on investors’ commitment to Africa because the right methodology was not employed, painting a gloomy picture about the stock markets where most investors commit their resources.

Also, because of the presence of non-linear patterns in the returns as a result of non-linear data-generating process, the SETAR model performed better than the standard AR(1) and AR(2) models. This is because, with the SETAR (2,2,2) model, investors are able to move freely in search of higher opportunities between the low and high regimes. Investors aim to make profits hence the threshold model of SETAR (2,2,2) gives them the freedom to move to a regime where the rate of returns is increasing unlike the standard AR(1) and AR(2) linear models where there are no switching of regimes.

Finally, a meta-analysis which was done to quantitatively review previous studies on market efficiency of African stock markets showed that none of the study characteristics of, method of test, data type, test type and the geographical location of a study had an effect on describing efficiency conclusions on African stock markets. It was however found that the indicator variable for publication bias was significant in determining efficiency conclusions. Thus, the attitudes of editors or publishers have changed over the years as studies reporting a violation against the EMH are published without bias. This finding, in a way supports the assertion that African stock markets better support the Adaptive Market Hypothesis (AMH) than the Efficient Market Hypothesis (EMH).
Recommendations

1. Theory
   From this thesis, African markets have shown to follow the Adaptive Market Hypothesis (AMH) rather than the Efficient Market Hypothesis (EMH). Therefore, more research work should be done using the AMH than the EMH. Also, the rolling window approach should be used in assessing whether African stock markets are weak-form efficient or not instead of using the absolute form.

2. Practice
   Investors should research into the dynamics of a market before investing. Investments in Africa could have increased if the right methodologies were employed in analysing the efficiency of the stock markets.

3. Further studies
   This thesis has not exhausted all robust methods in testing the weak-form efficiency of African stock markets. In the future, the Multi-fractal DFA and coupling DFA which have more power than the normal DFA should be considered for testing if African stock markets are becoming weak-form efficient with time. Also, a look at the semi-strong form of the EMH where we make use of public information such as macroeconomic indicators like inflation, interest rates and others could be studied. Similarly, since only the non-linear SETAR (2,2,2) model was considered when comparing the modelling performance with standard linear models of AR(1) and AR(2), extensions of nonlinear modelling could be made to include logistic smooth threshold autoregressive (LSTAR) model and Artificial Neural Networks (ANN) in modelling the returns of African stock markets. Also, further studies could explore how to predict a stock market return using the improved Augmented regression method and the Empirical Mode Decomposition (EMD) method.
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